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A B S T R A C T

Near-surface air temperature (Ta) is a vital indicator depicting urban thermal environments and sustainability. 
Machine learning (ML) models have been increasingly adopted for Ta estimation. However, there is still an 
urgent need to investigate how daytime and nighttime Ta are impacted by multisource ambient physical and 
anthropogenic factors across various environments. To this end, geospatial datasets incorporating MODIS- 
derived land surface temperature and 29 ancillary factors were employed to estimate Ta from 292 stations in 
China using ML modeling (training: 2017–2020). The optimal LightGBM-based models outperformed and ob
tained testing RMSEs of 3.03 ◦C (daytime) and 2.64 ◦C (nighttime) in 2021. Distinct spatiotemporal patterns in 
stations’ Ta prediction were observed, with coastal areas showing better daytime estimates and northern mid- 
temperate regions exhibiting lower nighttime accuracy. Comprehensive and individual models-based SHapley 
Additive exPlanations (SHAP) interpretation highlights the importance of incorporating macroscale meteoro
logical backgrounds and terrain-related variables for Ta estimation improvement, as well as the critical impact of 
local urban morphology and anthropogenic indicators. This study has the potential to offer suggestions on 
ambient factors for improving Ta modeling and future urban heat island-related planning within specific regional 
and local climatical contexts.

1. Introduction

1.1. Background

As one of the well-known expressions of climate-related issues, the 
urban heat island (UHI) effect, characterized by the temperature dif
ference between urban and rural areas, has been extensively researched 
over the past decades (Oke, 1973). Central to understanding the UHI 
effect, near-surface air temperature (Ta) serves as a crucial indicator at 
the urban canopy layer and has been widely investigated in terms of its 
evolutionary patterns, associations with other physical and anthropo
genic factors, and regulation methods (Doick et al., 2013; Khamchiangta 
& Dhakal, 2019; Stewart et al., 2021; Varentsov et al., 2018). Further
more, variations in Ta and UHI intensity in urban regions are critically 
linked to health outcomes, including the incidence of cardiovascular and 
respiratory disease (Huang et al., 2019, 2020), dengue outbreaks 

(Akhtar et al., 2016), mental health issues (Thompson et al., 2018), 
mortality change (Yadav et al., 2023), and air pollutant concentrations 
(Wang et al., 2021). Besides, given Ta’s interactive correlation with 
anthropogenic activities, it also plays a vital role in energy consumption 
and related carbon emissions (Roxon et al., 2020; Santamouris et al., 
2015). Consequently, analyzing the spatiotemporal patterns of Ta is a 
critical step in studying the UHI effect and its associated issues.

1.2. Ta and its influential factors

Currently, most of the standard Ta data are usually collected 
continuously by weather stations following the standards of the World 
Meteorological Organization (1996). Besides official weather stations, 
collaborative automatic weather station networks, such as the Com
munity Weather Information Network (Co-WIN) in Hong Kong (Lee 
et al., 2018), also serve as additional data sources that can provide 
massive points-based Ta data for meteorological studies. Moreover, to 
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ensure spatial coverage of Ta data products, interpolation methods such 
as kriging or inverse distance weighting have been developed to model 
Ta spatially (Benavides et al., 2007; Cho et al., 2020; Kurtzman & 
Kadmon, 1999). However, these methods rely on the number of ground 
stations; the accuracy decreases where the weather stations are sparsely 
distributed (Chen et al., 2021). To tackle this problem, the latest Ta 
estimation methods are often integrated with remotely sensed or in-situ 
data to improve the accuracy of estimation by considering the hetero
geneity of Ta.

Therefore, for better spatial retrieving of high-resolution Ta, various 
geospatial datasets had been investigated for Ta modeling. Remotely 
sensed land surface temperature (LST), the radiative skin temperature of 
the land surface (Khan et al., 2021), representing one of the most critical 
energy sources of near-surface Ta in the surface energy balance, was 
proved to have promising capability for Ta estimation via linear 
regression-based models (Azevedo et al., 2016; Zhu et al., 2013a) within 
single cities or small regions. However, accurately estimating Ta on 
larger scales is relatively more challenging, primarily due to the het
erogeneity of numerous physical and anthropogenic factors influencing 
Ta, such as the atmospheric dynamics (Cho et al., 2020), local land 
use/land cover (LULC) (Balas et al., 2023), multidimensional urban 
morphology patterns (Yu et al., 2020), terrain conditions (Mutiibwa 
et al., 2015), and human activities across diverse social backgrounds 
(Mokhov et al., 2012; Peng et al., 2017). Consequently, these extensive 
factors, encompassing meteorological, macroclimatic, natural land
scape, urban structural, and anthropogenic features, interact through 
complex static and dynamic processes (Wang et al., 2023a). However, 
most of the studies conducted in regional or global scales usually focus 
more on factors, such as regional meteorological dynamics or indicators 
representing land surface energy-balance physical processes, while 
research for city-level often examines features related to local 2D/3D 
urban landscapes or human activities (Tian et al., 2024; Zhu et al., 
2013b). Therefore, to support the analysis of Ta and UHI effect, un
derstanding the contributory performance of various factors under 

varying scales and functional categories for Ta estimation is thus 
necessary.

1.3. Machine learning for Ta estimation

Various multivariate regression models have been applied in previ
ous studies to estimate Ta using inputs of numerous influential factors. 
Compared to traditional generalized linear models, machine learning 
(ML) regression models can effectively combine the merits of multiple 
variables through hyperdimensional nonlinear processes and enhance 
the overall accuracy of Ta estimation. ML models such as support vector 
regression (Cho et al., 2020) and random forest (RF, Venter et al., 2020) 
have been utilized in previous studies to estimate Ta variations in daily 
averages or daily maxima and minima, as well as using 
temperature-vegetation index (TVX) method, or Deep Learning (DL) 
methods like UNet to generate spatially seamless daily mini
mum/maximum Ta datasets (Su et al., 2023; Zhu et al., 2013b). How
ever, although several studies have been conducted to combine 
large-scale LULC-related and local urban morphological features into 
ML models for LST-based UHI intensity modeling (Zekar et al., 2023), 
more investigation is still required to explore the Ta estimation and its 
accuracy using ML methods supported by diverse regional and local 
variables.

The tree-based ML models, owing to their capacity to automatically 
handle multiple subsets of samples of critical features and tune for 
optimized predictive performance (Belgiu & Drăguţ, 2016; Breiman, 
1984), demonstrate higher usability and outperform traditional ML 
models (Wang et al., 2023a). In particular, the light gradient boosting 
machine (LightGBM), a tree-based ML model, was successfully 
employed to predict LST, in-door Ta using diverse variables 
(Laukkarinen & Vinha, 2024; Liu et al., 2024). The eXtreme Gradient 
Boosting (XGBoost), one of the cutting-edge trees-based ML models, has 
also shown outstanding applicability to multivariate data, high accu
racy, and rapid modeling speed, indicating significant potential for Ta 

Nomenclature

2D 2-Dimensional
3D 3-Dimensional
BH Building Height
BH_masked Building Height among buildings-covered regions
BSF Building Surface Fraction
distanceRoad Distance to road
DOY Day of the year
era5_albedo Daily-aggregated local albedo from ERA5 climate 

reanalysis dataset
era5_net_sr Net solar radiation from ERA5 climate reanalysis dataset
era5_precipitation Precipitation from ERA5 climate reanalysis 

dataset
era5_pressure Atmospheric pressure from ERA5 climate reanalysis 

dataset
era5_sr_down Downwards shortwave radiation from ERA5 climate 

reanalysis dataset
GEE Google Earth Engine
GISD30 Global 30m Impervious-Surface Dynamic Dataset
greeneryFraction Surface fraction of greenery
GRIP4 Global patterns of current and future road infrastructure
ISD Global Hourly – Integrated Surface Database
LCZ Local Climate Zone
LST Land Surface Temperature
LULC Land Use/Land Cover
MAE Mean Absolute Error
ML Machine Learning

MT Mid-Temperate zone
NDBI Normalized Difference Built-up Index
NDVI Normalized Difference Vegetation Index
NDWI Normalized Difference Water Index
NT North Temperate zone
NTL NighTime Light
ntl_count Count numbers of pixels with nighttime lights
ntl_mean Mean value of nighttime light intensity
ntl_sum Sum value of nighttime light intensity
OLS Ordinary Least Squares
pop_density Density of population
pop_sum Sum value of the population
PT PlaTeau climate zone
R2 Coefficient of determination
RF Random Forest
RMSE Root Mean Standard Error
roadFraction Surface fraction of the road
SDI Shannon Diversity Index
SHAP SHapley Additive exPlanations
SRTM Shuttle Radar Topography Mission
ST Sub-Tropical zone
SVF Sky View Factor
SVF_masked Sky view factor among non-building areas
Ta Air temperature
TP TroPical zone
UHI Urban Heat Island
WT Warm-Temperate zone
XGBoost eXtreme Gradient Boosting
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estimation (Chen & Guestrin, 2016). Besides applicable predictive ac
curacy, the ability to calculate the relative importance of features in 
tree-based ML modeling facilitates the analysis of essential factors in Ta 
modeling under data-driven processes and can guide the Ta regulation 
strategies. In recent years, advanced ML and DL methods have been 
designed to retrieve Ta with high prediction accuracies (Su et al., 2023; 
Yao et al., 2023), whereas the complex structures make them difficult to 
be interpreted (Pichler & Hartig, 2023). Tree-based ML models, such as 
LightGBM, XGBoost, and RF, however, offer feasible solutions between 
applicable prediction accuracy, efficiency, and interpretability (Deng 
et al., 2024; Grinsztajn et al., 2022).

1.4. Data-driven interpretation among influential factors for Ta 
estimation

Ta is often influenced by different dominant processes in individual 
regions, resulting in significant patterns of importance among influen
tial factors across different samples, indicating the need for innovative 
evaluation methods among variables’ sensitive contributions in subsets. 
SHapley Additive exPlanations (SHAP), designed by Lundberg and Lee 
(2017), represents a novel method for explaining individual predictions 
based on the game theoretically optimal Shapley values. One of the 
merits of SHAP analysis is its capability to analyze the importance of 
input features within specific subsets through the combined calculation 
of SHAP values among specific samples, further revealing potential 
feature interactions under certain spatiotemporal domains (Wang et al., 
2024). SHAP-based interpretable approaches have been utilized in 
various remote sensing-supported applications, including LULC classi
fication (Temenos et al., 2023), water quality assessment (Zhu et al., 
2022), objective detection (Kawauchi & Fuse, 2022), and flood predic
tion (Wang et al., 2023b), while it was still seldom used for evaluating 
the influential factors of air thermal environments. One of the studies in 
this research field was conducted by Zhu et al. (2025), which success
fully combined RF and SHAP to interpret how building morphological 
indicators, street landscapes, vegetation and waterbodies impact the 
street LST in Nanjing. On the other hand, the patterns of daytime and 
nighttime Ta variations are different; since more studies are focusing on 
estimative analyses of daily maximum and minimum temperatures 
(Nikolaou et al., 2023), there is still a strong demand to analyze the 
impacts of variables in different scales or categories on Ta estimation at 
daytime and nighttime, respectively.

Moreover, climate zones, regions categorized by distinct climates 
using different climatic parameters, can serve as evaluation tools for Ta 
estimation (Zhang & Yan, 2014). Besides, the local climate zone (LCZ) 
system, which considers both 2-dimensional (2D) LULC information and 
3-dimensional (3D) local landscape patterns, was designed to analyze 
urban climate issues (Stewart & Oke, 2012). LCZs can be mapped using 
remote sensing or GIS methods (Wang et al., 2018) and have been 
widely employed in UHI-related studies to investigate differences in 
thermal environments and their related factors across various built-up 
(LCZ-1 to LCZ-10) and land-covered regions (LCZ-A to LCZ-G). There
fore, integrating SHAP values into evaluating Ta estimation across 
different sample subsets, classified by climate zones and LCZs, could 
help unveil the underlying feature contributions and the interactions 
among various physical and anthropogenic factors within specific 
regions.

1.5. Contributions

Overall, for evaluating the diverse impacts of influential factors on 
Ta estimation, remotely sensed LST and a series of ancillary factors 
around the weather stations are selected as explanatory variables in this 
study. The study’s contributions include: 1) developing ML regression 
models using LST and multi-scale and multi-category factors for Ta 
estimation in China during daytime and nighttime, respectively; 2) 
evaluating the patterns and accuracy of Ta estimation under specific 

regional and local climate backgrounds; 3) revealing the varying im
pacts of influential factors across different spatial and temporal domains 
for Ta estimation using SHAP-based assessment.

2. Data

2.1. Dataset of near-surface air temperature

In this study, near-surface Ta data was collected from the Global 
Hourly – Integrated Surface Database (ISD) from the National Centers 
for Environmental Information of the National Oceanic and Atmospheric 
Administration, the U.S. (formally the National Climatic Data Center). 
The ISD consists of hourly and synoptic surface observations derived 
from numerous sources (Smith et al., 2011). In this study, the ISD Ta 
data from 2017 to 2021 was collected hourly (three-hour for some of the 
stations) by the weather stations located in various regional climate 
zones and LCZs in China (Fig. 1).

2.2. Datasets of ambient influential factors

To analyze the estimation of Ta based on LST and other ambient 
factors, multi-source data were collected and processed to represent 
potential factors of Ta for subsequent analyses. Considering the spatial 
resolution of ambient influential factors data, buffers with 500-m radii 
are expected to extract information of the explanatory variables with 
similar spatial coverage. Therefore, although some of the influential 
factors are at coarse resolution, to ensure a fair data collection, all the 
imagery-derived explanatory variables were extracted using 500-m 
buffers around the stations, based on their best temporal resolutions in 
data acquisition (zonal-calculated into mean values unless otherwise 
specified) during 2017 – 2021 (Fig. 1). Adjusted from the framework 
proposed by Lowry (1977), Ta can be decomposed as: 

Ta = TW + TB + TL + TU + TH (1) 

where, as the original three key components suggested by Lowry, TB, TL, 
and TU stand for the components of the temperature decided by the 
background macroclimate, the temperature perturbation controlled by 
the factors of local natural landscape and urban structure, respectively. 
TW and THrepresent additional components influenced by short-term 
weather information and human and anthropogenic activities, respec
tively. The influential factors of Ta classified into these five categories 
introduced in the following subsections and summarized in Appendix A 
were inputted as explanatory variables for Ta estimation.

2.2.1. LST and other variables for weather information (TW)
As one of the most important explanatory variables for weather in

formation, LST is closely related to the heat-transferring and energy- 
exchanging processes between the land surface and the atmosphere. 
Daytime and nighttime LST data were collected from MODIS/Terra Land 
Surface Temperature/Emissivity Daily L3 Global (MOD11A1.061) on 
the Google Earth Engine (GEE) platform (Wan et al., 2021). To ensure 
data quality and avoid cloud effects and emissivity / LST errors, all LST 
data within the stations’ buffer regions were filtered based on the 
product’s quality control records at daytime (QC_Day) and nighttime 
(QC_Night). Imagery masking by bitmask (Gandhi, 2021) was conducted 
to make sure the pixels were at good quality both in mandatory quality 
assessment flags (Bits 0–1), data quality flag (Bits 2–3), average emis
sivity error no more than 0.02 (via Bits 4–5: Emissivity error flag), and 
average LST error no more than 2K (via Bits 6–7: LST error flag). All the 
available LST during the study periods were sampled by the stations in 
this study. In addition, as the representatives of local meteorological 
situation, daily-aggregated local albedo (“era5_albedo”), net solar ra
diation (“era5_net_sr”), downwards shortwave radiation (“era5_sr_
down”), precipitation (“era5_precipitation”), and atmospheric pressure 
(“era5_pressure”) were collected from the ECMWF ERA5 climate 
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reanalysis dataset (Copernicus Climate Change Service, 2019) and 
inputted as explanatory variables.

2.2.2. Variables for background macroclimate (TB)
The estimation of Ta is influenced by macroclimate conditions in 

large-scale spatial and temporal domains. The latitude of the weather 
station (“Latitude”) is crucial in determining the intensity of overall 
solar radiation received during the Earth’s rotation and revolution, 
leading to significant spatial differences in thermal distribution under 
macroclimates. Additionally, the day of the year (“DOY”) was also 
recorded as a dynamic variable representing the temporal background 
information for Ta estimation.

2.2.3. Variables for local natural landscape (TL)
Regarding the indicators for the local natural landscapes, several 

variables representing surface and LULC compositions were collected 
from remotely sensed and geo-calculated datasets. The normalized dif
ference vegetation index (“NDVI”, Eq. 2), normalized difference built-up 
index (“NDBI”, Eq. 3), and normalized difference water index (“NDWI”, 
Eq. 4), widely used spectral indices representing LULC, coverage about 
vegetation, built-up regions, and water bodies, were collected from the 
MOD09GA.061 Terra Surface Reflectance Daily Global 500m dataset 
(Vermote & Wolfe, 2021) in GEE with the bands of near-infrared (NIR, 
band 2), red (R, band 1), short-wave infrared (SWIR, band 6), and green 
(Green, band 4). Before data extraction, NDVI, NDBI, and NDWI were 
filtered based on the product’s quality control records (QC_500m) via a 
bitmask-based imagery masking process to reduce abnormal pixels with 
low data quality or cloud-covered situation, then the maximum com
posite images were calculated for each specific date with Ta records 
using the images collected within the periods ± 7 days, and were further 
used for data extraction into mean values using the buffers. 

NDVI =
NIR − R
NIR + R

(2) 

NDBI =
SWIR − NIR
SWIR + NIR

(3) 

NDWI =
Green − NIR
Green + NIR

(4) 

The percentage of impervious surface (%, “Impervious”) of the buffer 
regions was derived from the Global 30m Impervious-Surface Dynamic 
Dataset (GISD30) created by Zhang et al. (2022b). The fraction of the 

road (“roadFraction”) was calculated as the ratio value of the distance of 
the total road distance (m) and area of the buffer region (m2) using the 
road networks from the global patterns of current and future road 
infrastructure (GRIP4) dataset, which includes multi-resource road 
datasets such as OpenStreetMap (Meijer et al., 2018). The yearly surface 
fractions of greenery (“greeneryFraction”) of the buffer regions were 
extracted from Dynamic World, a 10m near-real-time Land Use/Land 
Cover dataset (Brown et al., 2022) in GEE. Moreover, the Shannon di
versity index (“SDI”) was calculated using the same LULC dataset based 
on Eq. 5: 

SDI = −
∑n

i=0
Pilog2(Pi) (5) 

where Pi represents the proportion of each LULC type in the specific 
buffer region. The “Aspect”, “Elevation”, “Slope”, and “Hillshade”, as 
crucial terrain indicators showing the information of local landscape, 
were calculated from the digital elevation model data from the Shuttle 
Radar Topography Mission (SRTM) V3 product (30 m) from NASA’s Jet 
Propulsion Laboratory (Farr et al., 2007).

2.2.4. Variables for urban structure indicators (TU)
To represent the factors related to urban structure and building 

morphology, the dataset of Chinese building height estimate at 10-m 
resolution (CNBH-10m) was utilized to calculate building height 
(“BH”, Eq. 6) for the stations’ buffer regions (Wu et al., 2023). Then, 
related urban morphology indicators, including building surface frac
tion (“BSF”, Eq. 7) and sky view factor (“SVF”, Eq. 8), were further 
derived using GEE and SAGA GIS (Häntzschel et al., 2005; Oke, 2002). In 
addition to the mean values directly calculated within the buffer regions 
of the stations, the mean values of building height (“BH_masked”) 
among buildings-covered regions (BH > 0) and sky view factor 
(“SVF_masked”) among non-building areas were further calculated and 
utilized as individual variables in subsequent analyses. 

BH =

∑n
i=1Hi

n
(6) 

BSF =

∑n
i=1Ai

Aall
(7) 

SVF = 1 −

∑n
i=1sinγi

n
(8) 

Fig. 1. Left: Weather stations used in this study under different regional climate zones and LCZ types. Right: the schematic diagram showing the data extraction for 
explanatory variables by stations’ 500-m buffers.
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where n refers to the number of the buildings in the pixel, Hi represents 
the height of each building, Ai represents the area of each building 
footprint, and Aall represents the area of the pixel, γi represents the angle 
between the line of sight of each pixel cell upward to the visible sky in 
different directions in the ambient environment.

2.2.5. Variables for human and anthropogenic indicators (TH)
Variables related to population, distance to road, and nighttime light 

were calculated to represent human and anthropogenic indicators. The 
sum (“pop_sum”) and density (“pop_density”) of the population in the 
buffer regions were calculated yearly from the WorldPop Global Project 
Population Data by 100 × 100m grids (Sorichetta et al., 2015). Distance 
to the road (“distanceRoad”) was calculated as the mean distance to the 
nearest road (m) of all the pixels in the buffered region using the road 
network data from the GRIP4 dataset (Meijer et al., 2018). Besides, to 
investigate the potential impact of urbanization and human activity on 
air temperature as indicated by nighttime light (NTL) conditions, we 
calculated the mean (“ntl_mean”) and sum (“ntl_sum”) intensity values 
in the buffered regions, as well as the count of pixels with lights 
(“ntl_count”) using the nighttime light remote sensing data from the 
extended NPP-VIIRS-like NTL dataset by Chen et al. (2021) in GEE, 
respectively.

2.3. Datasets of regional and local climate zones

To analyze the Ta – LST relationships and evaluate the accuracy of Ta 
estimation, the regional climate zone types and major LCZ types were 
collected for each weather station (Fig. 1). The primary climate zone 
types for all stations were derived from the climate zoning map of China 
(downloaded from the IGSNRR resource and environmental science data 
platform of the Chinese Academy of Science (CAS, n.d.)), including types 
of the sub-tropical zone (ST), mid-temperate zone (MT), plateau climate 
zone (PT), warm-temperate zone (WT), tropical zone (TP), north 
temperate zone (NT). Besides, the major LCZ type (“major_LCZ”), which 
accounts for the largest proportion of area within each buffer, was 
calculated from the global 100 m-resolution LCZ map created by Der
muzere et al. (2022). These climate zone types and major_LCZs were 
subsequently utilized as key indicators to evaluate the accuracy of Ta 
estimation across different spatial regions.

2.4. Data integration and preprocessing

To align the response variable Ta data with the primary explanatory 
variable LST, the hourly Ta values were paired with corresponding LST 
records during daytime and nighttime, respectively. Given that the LST 
data from MODIS images has a relatively slight difference in hour time 
stamps of data acquisition and some weather stations recorded Ta at 3- 
hour intervals instead of hourly, the integration process involved 
aligning LST records as closely as possible with Ta records, specifically 
within a 2-hour margin. Pairs with a discrepancy greater than 2 hours 
were excluded. Subsequently, data for the remaining 29 explanatory 
variables were associated with these aligned pairs according to their 
respective temporal resolutions and recording time. To promote uniform 
data distribution across different stations and periods, enhancing the 
robustness of model training and analysis, only stations that consistently 
provided data for all explanatory variables were included in this study. 
Therefore, from 2017 to 2021, 53,094 records in daytime periods and 
54,594 records in nighttime periods from 292 stations were utilized 
(Fig. 1). The stations are extensively distributed in most of the regions in 
China, which underpins a comprehensive analysis of Ta estimation and 
its ambient influential factors in different areas.

3. Methodologies

3.1. Analytical framework

As depicted in Fig. 2, after comprehensively analyzing the relation
ship between Ta and various explanatory factors, different ML methods 
were employed to develop predictive models for Ta estimation using 
daytime and nighttime datasets, respectively. Based on the predictive 
accuracy in testing processes, the optimal ML models were selected for 
daytime and nighttime datasets, respectively. The performances of 
optimal models were evaluated across the entire dataset and within 
specific subsets. Subsequently, the feature importance evaluation and 
model interpretability analyses would be further conducted and inves
tigated using SHAP methods (Lundberg & Lee, 2017) and across 
different climatic zoning and LCZ backgrounds using comprehensive 
optimal models and individual models trained by records under diverse 
regional and local climate types.

3.2. Linear relationship analysis among Ta and LST

To ascertain the extent to which variations in Ta can be estimated 
from LST, the coefficient of determination (R2) was computed between 
Ta and LST for daytime and nighttime datasets, respectively. The Ta – 
LST linear relationship was further examined across different spatial (by 
LCZs) and temporal (by years and DOY) domains. To reduce bias due to 
sample volume in correlation evaluations, both adjusted R2 and the 
Mean Absolute Error (MAE) were calculated using ordinary least squares 
regressions (80 % of the records: fitting, the remaining 20 %: testing) for 
comparison among different subsets of Ta – LST pairs.

3.3. Estimation of Ta using machine learning models

In this study, three tree-based ML models, including RF, XGBoost, 
and LightGBM, were utilized to train the models to estimate Ta using 
LST and 29 other ancillary variables from datasets of daytime and 
nighttime, respectively. To address potential overfitting, data from 2017 
to 2020 were used for training, while independent data from 2021 
served as the testing set.

RF is an ensemble learning method that can be used for classification, 
regression, and various tasks by constructing numerous decision trees 
during training, with each tree built by a random subset of the training 
set and features to enhance diversity and avoid overfitting (Breiman, 
2001). By combining the predictions of these trees, the RF model im
proves accuracy and generalizability, and it is robust to noisy data and 
capable of dealing with large, high-dimensional datasets. The Ran
domForestRegressor function from the sklearn package in Python was 
used to train the RF models (RandomForestRegressor, n.d.).

XGBoost, a tree-based ensemble ML model, is known for its excep
tional predictive performance and efficiency, facilitated by optimized 
distributed gradient boosting algorithms. It operates by amalgamating 
multiple weak models to enhance overall prediction robustness and is 
particularly adept at handling diverse data types, including both nu
merical and categorical variables, also with resistance to nonlinearity, 
inherent feature selection, and discernibility. The XGBRegressor func
tion from the xgboost package in Python was used to train the models 
(Python Package Introduction — Xgboost 1.7.5 Documentation, n.d.).

LightGBM is a gradient boosting-based model focusing on high per
formance and efficiency in model training (Ke et al., 2017). A novel 
technique named Gradient-based One-Side Sampling is integrated into 
LightGBM to filter out the data instances that contribute less to the 
gradient updates during training, improving efficiency and accuracy 
simultaneously. The LGBMRegressor function from the lightgbm package 
in Python was used to train the LightGBM models in this study (Shi et al., 
2024).

For model hyperparameter tuning, the RandomizedSearchCV func
tion from sklearn (Sklearn.Model_selection.RandomizedSearchCV, n.d.) 
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was applied with 5-fold cross-validation to select optimized hyper
parameters that ensure the model is well-trained. RMSE was used to 
compare the performance of the testing processes of different models 
(Chai & Draxler, 2014). The models with the smallest RMSEs within the 
daytime and nighttime datasets were selected as the optimal models for 
the following analyses. Mean absolute error (MAE) was employed to 
assess the accuracy of Ta estimation under different spatiotemporal 
contexts.

3.4. SHAP-based interpretation analyses
To elucidate the contribution of different variables in estimating Ta, 

the relative feature importance scores were first calculated, which 
facilitated the assessment of each variable’s significance in model tun
ing. Then, SHAP, a powerful approach for interpreting ML models and 
examining feature interactions, was applied to all explanatory variables 
within the trained XGBoost model (Lundberg et al., 2020). Deeming all 
the features as “contributors”, the SHAP approach employs an additive 
explanatory model which assigns a Shapley value for each predicted 
feature in a prediction, indicating how much each feature contributes to 
the final prediction (Lundberg & Lee, 2017; Wang et al., 2023b). The 
explanation can be specified as: 

g(zʹ) = ∅0 +
∑M

j=1
∅jz

ʹ
j (9) 

where g is the explanation model, ź ∈ {0,1}M is the coalition vector, M 

is the maximum coalition size, and ∅j represents the feature attribution 
for a feature j, i.e., the Shapley value. In recent years, SHAP has emerged 
as an essential tool for interpreting ML models, especially tree-based 
ones (Angelov et al., 2021). These analyses can be used to interpret 
critical variables and their interactive effects across varying datasets and 
specific spatiotemporal conditions.

4. Results

4.1. Descriptive analysis of the datasets

In this study, data were collected from 292 weather stations, mainly 
distributed across four main climate zone types, including ST, MT, PT, 
and WT (Fig. 3), and there are 10 and 1 station(s) located in other 
climate zones of TP and NT, respectively. Among the major LCZ types 
within the buffer regions, LCZ-8 (built-up types of “large low-rise”), LCZ- 
D (land-covered types of “low plants”), and LCZ-6 (built-up types of 
“open low-rise”) were the most prevalent. During the study periods, the 
dataset exhibited a consistent distribution in the numbers of records of 
each station in both daytime and nighttime datasets among different 
years (Fig. 4). This consistency ensures a representative division of the 
records into training (2017 – 2020) and testing sets (2021), thereby 
enhancing the reliability of the modeling and evaluation processes.

Fig. 2. Analytical framework in this study.

Fig. 3. Distribution of the weather stations by different climate zone types (a) and major LCZ types (b).
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4.2. The Ta – LST relationship

In the dataset used in this study, Ta and LST exhibited a significant 
positive correlation in a linear relationship with an R2 of 0.87 during the 
daytime and with a better linear relationship (R2 = 0.92) at nighttime 
(Fig. 5). These indicate the potential utility of LST-based regression 
models for estimating Ta.

Further, the correlation relationship between Ta and Ta varied by 
major LCZ types and years (Fig. 6). The records exhibited relatively 
weak Ta – LST correlation under LCZ-7 (built-up types of “Lightweight 
low-rise”) and LCZ-E (land-covered types of “Bare rock or paved”) across 
both daytime and nighttime. Notably, despite having similar data vol
umes, the nighttime dataset generally presented better correlations be
tween Ta and LST among major LCZs and years than the daytime 
dataset. However, even though the R2 exhibits a linear fitting potential 
between the two variables, its validity might be influenced by the 
number of samples for each analysis. Therefore, the Ta predictive per
formance was also assessed using the MAEs calculated between Ta of 
each station and predicted Ta by LST-based ordinary least squares (OLS) 
regressions fitted under different LCZ types (Fig. 7). Records in the 
nighttime dataset also indicated superior predictive capability than 
daytime datasets in linear regression-based Ta estimation among most 
LCZ types. Besides, records in urban regions, particularly in LCZ-2, 4, 

and 5, exhibited more consistent correlations between Ta and LST than 
most non-built-up types.

On the other hand, the relationships between Ta and LST also vary 
under different periods, which exhibited seasonal variations. As depic
ted by the adjusted R2 and RMSE on OLS linear regressions in Fig. 8, both 
daytime and nighttime datasets demonstrated more robust Ta – LST 
linear relationships in autumn and winter compared to spring and 
summer, and the linear relationships between Ta and LST at nighttime 
are more robust than that at daytime during most of the period.

Overall, the analytical results indicated that although LST can reflect 
Ta variations under linear regression, its linear-based predictive per
formance is subject to variation across different spatiotemporal con
texts. To enhance the accuracy of Ta estimation, it is critical to integrate 
additional ancillary natural and social variables into advanced multi
variate regression methods. This integration is promising to improve the 
robustness and applicability of the models across diverse environmental 
and temporal settings.

4.3. Model training and SHAP-based interpretation

Prior to model training, an analysis of the correlation matrixes 
(Fig. 9) was conducted to assess the relationships among the variables in 
this study. Despite some variables of urban morphology situation 

Fig. 4. Distribution of the usable record numbers of each station by years in the daytime (a) and nighttime (b) datasets, respectively (blue: training; red: testing).

Fig. 5. Correlation analysis among Ta and LST based on records in the daytime (a) and nighttime (b) datasets, respectively (** represents significance levels with p- 
values of 0.01).
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showing significant positive or negative relationships with each other, 
most explanatory variables exhibited relatively low correlations across 
different categories of influential factors. Even so, as different variables 
might offer unique contributions to the predictive capabilities, and the 
models selected in this study can cope with overfitting issues caused by 
intercorrelations to some extent, all the variables were used in the 
following model training and SHAP-based analyses.

Data for Ta and all explanatory variables were divided into training 
and testing sets based on the year of data collection (training: 2017 – 
2020, testing: 2021). The tuning processes of RF, XGBoost, and 
LightGBM were conducted using cross-validations to determine the 
optimal parameter settings (Appendix B). The LightGBM-based models 
achieved the optimal predictive performance both in the testing datasets 
of daytime and nighttime, with RMSE values of about 3.03 ◦C and 2.64 

Fig. 6. Coefficient of Determination (R2) between Ta and LST based on records in the daytime (a) and nighttime (b) datasets under different major LCZs and in 
different years.

Fig. 7. MAE for Ta extimation based on LST-based OLS linear regressions with records in the daytime (a) and nighttime (b) datasets under different major LCZs.

Fig. 8. Adjusted R2 and RMSE for Ta based on LST-based linear regressions by DOYs.

S. Li et al.                                                                                                                                                                                                                                        



Sustainable Cities and Society 122 (2025) 106257

9

◦C, respectively (Fig. 10).
After the LightGBM model training, the relative feature importances 

of all explanatory variables were calculated using a gradient-boosting 
approach. As shown in Fig. 11, LST was identified as the most influen
tial variable across both datasets, significantly impacting Ta estimation. 
In addition to LST, terrain and location-related variables such as 
elevation, slope, and latitude and ERA5-related climatical variables 
were highly ranked and accounted for more importance in modeling.

However, the relative importance in the modeling process provides 
only global rankings of feature importance based on aggregated 

importance metrics rather than individualized ones, offering a general 
view that might not be feasible for detailed analysis of subset importance 
(Hastie et al., 2009). To address these limitations, the SHAP value-based 
feature importance analysis among all the records was employed for 
further investigation (Fig. 12). Apart from LST and DOY, which were 
already emphasized by relative importance (Fig. 11), Latitude and 
elevation also demonstrated vital significance by SHAP values and were 
ranked as key factors. Besides, the SHAP value rankings among 
explanatory variables highlighted the significant role of the background 
meteorological information from ERA5 in Ta estimation, even though 

Fig. 9. Correlation matrix (r) among the variables used in this study at daytime (a) and nighttime (b).

Fig. 10. Testing performance of Ta estimation (Hexbin Plots) based on the datasets of daytime (a, b, c) and nighttime (d, e, f) in 2021 using models of RF, XGBoost, 
and LightGBM, respectively. (frequency: number of records presented in each hexagon).
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most of those variables were collected with coarse resolutions. In day
time datasets, NDBI, the variable representing the coverage and ur
banization situation, was more critical with a relatively high ranking 
among variables, while BH accounts for much importance at nighttime. 
Furthermore, the distribution of SHAP values across variables revealed 
diverse impacts on Ta estimation performance corresponding to the 
daytime and nighttime datasets. It should be noted that some human 
activity-induced variables, such as distanceRoad and pop_density, ten
ded to have more complex influence patterns at nighttime.

To examine the consistency of the SHAP-based feature importance 
ranking under different temporal contexts, the LightGBM models were 
further trained using data from different years (Fig. 13), in which data 
from each 4 years’ selection were used to train the LightGBM model, the 
data from the remaining one year was used for testing and SHAP 

analysis. The separated five models received relatively similar accu
racies in testing (RMSE in models for the year for testing: 2017: 3.00 ◦C, 
2018: 3.10 ◦C, 2019: 3.10 ◦C, 2020: 3.00 ◦C, and 2021: 3.03 ◦C in 
daytime dataset; 2017: 2.70 ◦C, 2018: 2.76 ◦C, 2019: 2.66 ◦C, 2020: 2.64 
◦C, and 2021: 2.64 ◦C in nighttime dataset). The variations of SHAP- 
based feature importance rankings were presented in Fig. 13 and sum
marized in Appendix C, where most of the influential factors, especially 
top features, remained stable rankings both in daytime and nighttime 
datasets. All the variables exhibited low coefficient of variation (CV) of 
the rankings (maximum: 17 % in the daytime dataset and 13 % in the 
nighttime dataset).

Fig. 11. Relative feature importance of influential factors in the optimal models’ training processes based on the datasets of daytime (a) and nighttime (b).

Fig. 12. Distribution and rankings of SHAP values (top: most vital impact) for influential factors in the optimal models for full daytime (a) and nighttime (b) datasets.
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4.4. Spatiotemporal evaluation by climate zones and LCZs

The predictive errors of the trained LightGBM-based models for Ta 
estimation were analyzed using MAE across different weather stations. 
As depicted in Fig. 14, most stations in the nighttime dataset generally 
had superior Ta estimative performance compared to the daytime 
dataset. Stations located in southeastern near-coastal regions exhibited 
relatively better accuracy for daytime datasets. Besides, weather stations 
in Inner Mongolia and the north-eastern regions, roughly in the mid- 
temperate zones, showed relatively lower accuracy at nighttime. This 
suggests the need for further investigation among stations in different 
regional climate zones and LCZs.

Therefore, all the stations in this study were categorized based on 
their climate zone types and were employed for further analysis of MAE 
distribution by climate zones (Fig. 15). Unlike the other climate zones, 
the stations in the mid-temperate zone did not exhibit improved night
time accuracy and recorded the highest median MAE among all the 
climate zones during nighttime. On the other hand, as shown by the 

MAE values across different major LCZ types in Fig. 16, most LCZ types 
generally achieved better Ta estimation accuracy at night, except LCZ-7 
(“lightweight lowrise”), which might be due to low data record volume 
from only three stations. Besides, stations in low-rise and sparsely built 
LCZ types (LCZ-3, 6, 7, 8, 9) were characterized by lower accuracy than 
more urbanized built-up areas.

To identify the most influential explanatory variables under different 
regional climate types and LCZs within diverse urban/rural landscapes, 
SHAP values were calculated from the comprehensive LightGBM trained 
in the aforementioned steps (“global model”) for the features of stations 
in four main climate zones and various grouped LCZ categories (Ap
pendix D), which were further ranked and summarized in Fig. 17. 
Considering LST is always the most vital feature among all the subsets, 
only the other ambient influential factors were analyzed and compared. 
Among all the influential factors, most variables of TB, TW and elevation 
presented vital contributions with high SHAP rankings among various 
regional and local climate zones during both daytime and nighttime 
periods. NDBI, Hillshade, and ntl_mean exhibited obvious importance 

Fig. 13. Variation of the SHAP-based feature importance rankings based on LightGBM models for testing data in different years (records in each year for testing and 
remaining records for model training) for daytime (a) and nighttime (b) datasets.

Fig. 14. Mean predictive error (MAE) for Ta estimation among different weather stations based on the datasets of daytime (a) and nighttime (b).
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for Ta estimation at daytime, while BH and some human activity-related 
variables such as pop_density and distanceRoad showed strong SHAP 
rankings, specifically at nighttime. Compared to the distribution under 
regional climate zones, the SHAP values of factors under different LCZs 
indicated more evident and distinct ranking patterns. It can be noted 
that SVF exhibited relatively high importance in high- and mid-rise 
built-up regions (LCZ – 2, 4, 5). During daytime periods, the green
eryFraction also reflects critical influence with higher SHAP rankings in 
these higher-rise urban regions, as well as vegetation-covered regions 
(LCZ – A, B, D). This analysis indicates that influential factors assume 
diverse and different levels of functional roles in Ta estimation under 
varying spatiotemporal domains.

To further investigate the robustness of SHAP analysis and address 
potential regional biases from the global models, records from diverse 
categories of the regional climate zones and LCZs were utilized to train 
the separated LightGBM models (“local model”), resulting in diverse 
predictive accuracies (Fig. 18), respectively. Similar to the results in 
global models, separated local models trained in each climate zone type 
and LCZ category presented better accuracies during nighttime than 
daytime, where ST performed the best among climate zones, and records 
with LCZ types of high- and mid-rise built-up regions (LCZ – 2, 4, 5) 
indicated better testing accuracies than the other LCZ types.

The SHAP value-based feature rankings were also derived based on 
testing data and individual local models for each climate zone and LCZ 
category (Fig. 19). Elevation and most of the TB, TW variables still pre
sented similar high rankings, which are consistent with the global 

models’ results, denoting the impacts of these factors are under global 
patterns among all the stations rather than local dynamics. However, 
some of the variables exhibited obviously varied SHAP rankings 
compared to the results of the global models. Out of the complex ranking 
distributions from the local models, NDBI still presented outstanding 
importance in daytime datasets for Ta estimation, and BH also showed 
strong SHAP rankings at nighttime but only in built-up LCZ regions. It is 
also worth mentioning that SVF still displayed considerable importance 
in high- and mid-rise built-up regions (LCZ – 2, 4, 5).

5. Discussion

In this study, we conducted and evaluated estimative modeling of in- 
situ daytime/nighttime Ta using trained ML models with inputs of LST 
and various ambient factors collected by buffers for weather stations 
across China. This research, encompassing multisource modeling and 
assessments, provides a valuable data-driven evaluation of how LST and 
ambient factors influence Ta under diverse regional and local climatical 
contexts, as well as at daytime and nighttime, respectively.

Given the massive concerns about LST’s representativeness in 
quantifying UHI effects, the Ta has gradually received more investiga
tion along with LST via estimative analyses (Agathangelidis et al., 2016). 
Previous studies predominantly analyzed the relationships between Ta 
and LST by stations within a single city or small regions (Azevedo et al., 
2016; Oswald et al., 2012). So, in this study, preliminary analyses of 
linear relationships between Ta and LST were applied for all the records 

Fig. 15. Predictive accuracy (MAE) for Ta estimation among stations by climate zone types based on the datasets of daytime (a) and nighttime (b).

Fig. 16. Predictive accuracy (MAE) for Ta estimation among stations by major LCZ types based on the datasets of daytime (a) and nighttime (b).
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during the 5-year period, which confirmed LST’s strong capability to 
capture Ta variations, albeit with varying accuracy across different 
spatial and temporal domains. Besides, with similar landscapes in urban 
regions, the predictive Ta – LST linear relationships among built-up LCZ 
types are overall more stable and better than those of the LCZs in 
land-cover types. Regarding temporal perspectives, the nighttime Ta – 
LST correlations proved generally more robust than daytime, while 
instability was still observed in some land-covered LCZ types. Seasonal 
variations also influenced the Ta – LST correlations, with better results 
shown in autumn and winter. These findings align with Burnett and 
Chen (2021), who reported stronger Ta – LST relationships in winter 
than summer across all land cover types in Southern Ontario, Canada. 
Peng et al. (2018) noted that LULC changes, particularly vegetation 
coverage, undergo apparent seasonal variations, affecting the surface 
solar energy balance and resulting in heterogeneous thermal distribu
tions on the land surface and near-surface air. These insights underscore 
the need to examine the diverse impacts of the ambient influential fac
tors with multidimensional spatiotemporal information for in-situ Ta 
estimation using advanced machine learning methods.

Utilizing data from 2017 to 2020 for cross-validation-supported 
tuning and 2021 data for independent testing, three ML models were 
trained to estimate daytime and nighttime Ta with inputs of LST and 
various auxiliary variables. For 10,830 daytime records and 11,189 
nighttime independent records in 2021, the LightGBM-based models 
achieved the optimal testing accuracies in both daytime and nighttime 
datasets, with RMSE of 3.03 ◦C and 2.62 ◦C and R2 of 0.95 and 0.96, 
respectively. Although some related studies report similar or better 
RMSEs, they often rely only on cross-validation results or random 
dataset splits without independent testing, potentially leading to over
fitting caused by the high similarity among training and testing subsets, 
limiting the robustness of the models for extended applications (Wang 
et al., 2023a; Wang & Wu, 2016; Zhang et al., 2022a). In contrast, ac
curacy in this study was derived from near-real-time (following LST’s 
time of retrieval) Ta estimation using a year’s worth of individual testing 
data from 292 separately located weather stations across China. These 
accuracy results are similar to the study of Hrisko et al. (2020), which 
reported an RMSE of 2.6 ◦C in Ta estimation using a satellite 

LST-supported regression neural network trained with data from 150 
weather stations over five months in the continental U.S. It was also 
reported that Su et al. (2023) achieved similar predictive performance in 
validating spatially seamless Ta estimation with RMSEs of 2.376 ◦C, 
2.808 ◦C and 2.823 ◦C for mean, minimum and maximum Ta using 
observed in-situ records, respectively. Overall, the applicable accuracies 
of the optimal models (LightGBM) trained in this study can be employed 
to evaluate the impacts of the influential factors for in-situ Ta 
estimation.

On the other side, SHAP value rankings indicated the diverse con
tributions of different ancillary variables across various geospatial re
gions. In nighttime models, variables related to urban morphology and 
human activities, such as the BH, pop_density, distanceRoad, and SVF 
ranked relatively higher than in daytime models. This potentially sug
gests that after sunset, the 3D structures of different landscapes would 
influence heat dissipation to various degrees. At the same time, 
anthropogenic heat emitted from human activities could become a more 
significant heat source affecting Ta’s development (Kotharkar et al., 
2023). The analyses among variations of SHAP rankings based on yearly 
separated-trained LightGBM showed consistent overall SHAP rankings, 
which further supported the robustness of SHAP-based influential fac
tors evaluations.

Moreover, meteorological variables from ERA5, despite being 
derived from the coarse-resolution data sources, still achieved very high 
SHAP-based contributory values in Ta estimation. This finding was not 
only indicated by SHAP results over all the stations, but was also vali
dated via the region-specific SHAP assessments by single comprehensive 
LightGBM models and individual local models trained in different 
climate zones and LCZ contexts. This supports the suggestions of Wang 
et al. (2023a) that simulated spatially varying meteorological variables 
are critical to be incorporated into ML models for bias corrections as well 
as to improve Ta prediction (Cho et al., 2020). On the other side, the 
SHAP analyses based on individual local models reveal that despite 
some factors (e.g., elevation and the TB TW factors) exhibiting global 
impacts across the stations, most of the impacts from the ambient 
influential factors are spatiotemporal context-dependent. Several factors 
stand out from certain contexts, such as NDBI in the daytime, BH for 

Fig. 17. Rankings of the SHAP values among the influential factors (excluding LST) based on the comprehensive LightGBM model for the datasets within different 
climate zones (ST, MT, PT, and WT) and major LCZ categories.
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Fig. 18. Predictive accuracy (MAE) for testing data in Ta estimation by individual LightGBM models trained by records within different climate zones (ST, MT, PT, 
and WT) and major LCZ types.

Fig. 19. Rankings of the SHAP values among the influential factors (excluding LST) based on the individual LightGBM models trained by the datasets within different 
climate zones (ST, MT, PT, and WT) and major LCZ categories.
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built-up LCZ types during nighttime, and SVF for high-rise built-up re
gions, reflecting critical impacts. Overall, the SHAP values in Ta 
modeling processes reveal the diverse functional influences of different 
factors on the spatiotemporal distribution of Ta, highlighting the 
importance of evaluating variables across various regional and local 
climate conditions. Consequently, predictive performance evaluations 
and feature assessments were carried out across different weather sta
tions, categorized by various types of climate zones and LCZs. The re
sults of SHAP values in different regions demonstrate that LCZ can serve 
as a promising tool for guiding essential feature selections under specific 
spatiotemporal contexts, better exhibiting the actual heterogeneity of 
Ta, potentially improving Ta estimation via LCZ-specific models, and 
offering insights for UHI-related studies.

6. Conclusion and future works

This study conducts an evaluative analysis of the impacts of LST and 
multi-source ambient factors on the ML-based estimation of Ta in 292 
weather stations in China. It demonstrates the capacity of SHAP value- 
based interpretation to identify sensitive ambient factors for Ta esti
mation and inconsistencies across different regional and local climate 
types.

The LightGBM-based models exhibited the optimal and applicable 
predictive accuracies for daytime and nighttime datasets. Several spatial 
and temporal patterns were observed: nighttime datasets outperformed 
daytime ones in Ta estimation performances; coastal weather stations 
achieved better estimation accuracy during the daytime, while stations 
in the northern parts achieved relatively low predictive accuracy at 
nighttime. Nevertheless, despite LightGBM’s robustness in multivariate 
ML predictive modeling, it is still a data-driven approach that heavily 
depends on the data quality. Therefore, it is strongly recommended that 
more standardized data sources with high spatiotemporal resolution be 
incorporated into future research to investigate the diverse impacts of 
factors across the macro and local contexts. Additionally, model stacking 
might serve as a viable solution for better integrating the strength of 
various local models to improve overall modeling accuracy. While the 
current model training approach adequately meets the objectives of this 
study, diverse accuracy assessment solutions still need to be further 
explored in future studies to evaluate the generalizability of advanced 
models for regions lacking station coverage. More importantly, our 
findings indicate that Ta estimation under different LCZs, seasons, and 
landscapes follows diverse patterns and processes, highlighting the ne
cessity of uncovering their underlying theoretical framework and 
interactive mechanisms among both macroclimates and local ambient 
influential factors for future improvements.

Furthermore, the SHAP-based interpretation analyses pointed out 
the significance of incorporating dynamic meteorological and terrain- 
related variables to enhance estimation accuracy, as well as building 
landscape-related variables such as NDBI, BH and SVF for more accurate 
Ta estimation in urban regions. As shown by diverse SHAP value dis
tribution patterns, regional climate types and LCZs should be regarded 
as valuable tools for key feature selection, region-specific modeling and 
multi-scale dynamic Ta mapping in future studies. Thus, leveraging this 
study as a foundation, more promising ML and physical-based models 
should be further explored and analyzed with multisource geospatial 
data of influential factors in future studies. This will help causatively 
disclose Ta variation under the mixed effects of physical and anthro
pogenic processes, thereby enhancing Ta estimation and mapping for 
better UHI mitigation-oriented studies and strategy planning.
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