ISPRS Journal of Photogrammetry and Remote Sensing 202 (2023) 158-168

b =y

PHOTOGRAMMETRY
AND REMOTE SENSING

Contents lists available at ScienceDirect

ISPRS Journal of Photogrammetry and Remote Sensing

journal homepage: www.elsevier.com/locate/isprsjprs

Check for

Semantic segmentation of urban building surface materials using multi-scale &=
contextual attention network
Fan Xu?, Man Sing Wong **, Rui Zhu®, Joon Heo ¢, Guogiang Shi?

2 Department of Land Surveying and Geo-Informatics, The Hong Kong Polytechnic University, Hung Hom, 999077, Hong Kong, China

b Institute of High Performance Computing (IHPC), Agency for Science, Technology and Research (A*STAR), 1 Fusionopolis Way, Singapore, 138632,
Republic of Singapore

¢ School of Civil and Environmental Engineering, College of Engineering, Yonsei University, 134 Shinchondong, Seodaemungu, Seoul, 03722, Republic of Korea

ARTICLE INFO ABSTRACT

Keywords: Distributed solar photovoltaic (PV) harvesting is an effective way to collect solar energy in existing metropoli-
Facade tan cities. To facilitate the installation of PV modules at solar abundant locations, an accurate estimation of
Material solar PV spatial potential is indispensable. Solar energy could be reflected on high-albedo building surfaces
Segmentation

inside the urban canyon. However, using conventional ways to construct albedo datasets for different building
surfaces is extremely labor-intense. In this work, we proposed to use semantic segmentation to identify facade
materials from street view images. Due to the distinguishable features between materials in terms of the subtle
texture and patterns rather than just their shapes and colors, identification requires more details from images,
which makes multi-scale inference structure a promising solution. Compared with existing methods combining
scales features at pixel-level, we proposed a novel Multi-Scale Contextual Attention Network (MSCA), using
a Multi-Scale Object-Contextual Representation (OCR) block to exploit and combine contextual information
from different scales in high dimensional layers. The experimental results show that the proposed model
significantly outperforms the existing models, achieving a mean Intersection over Union (mIOU) of 70.23%.
The results indicate that the MSCA can effectively obtain the materials information from street views and can
be a reliable solution to providing urban albedo information for solar estimation.

Deep learning
Multi-scale

1. Introduction and Reinhart, 2013; Li et al., 2016), radiation reflections are not incor-
porated in the calculation. In the research of Zhu et al. (2020), they
Solar photovoltaic (PV) systems are becoming increasingly popular incorporate reflection into the 3D model by applying a constant value

in metropolitan cities. From 2018 to 2019, the solar energy produced to represent the albedo of all urban fagades. This is challenged by the
in Hong Kong raised from 47 TJ to 74 TJ, with a significant increase

of 57% in two years (Electrical and Department, 2021). To enhance
the efficiency of PV equipment deployments, some studies estimate the
urban PV potentials (Gassar and Cha, 2021; Choi et al., 2019), which
provide an essential basis for energy policy decision-making and panel
deployment in metropolitan cities (Zhu et al., 2019; Dehwah et al.,
2018; Zhu et al., 2022¢,b). However, most studies only consider urban provides the opportunity to link the results with 3D models and hence
areas as a two-dimensional plane, using satellite images and cloud cov- improves the accuracy of solar estimation. In the past few years,
erage data to estimate the solar radiation received by rooftops (Walch previous works (Liu et al., 2017; Ma et al., 2020; Dai et al., 2019) have
et al., 2020; Park et al., 2021; Assouline et al., 2015, 2017). Multi- applied convolutional neural networks (CNN) to facade parsing, which

missing of the facade albedo information whereas using conventional
ways to collect such dataset is exceptionally labor-intensive at a city
scale.

In this study, we proposed to use a multi-scale contextual attention
network to extract the material information from street views, which

reflective solar radiation made by facades has been omitted in the have achieved better performances than traditional models (Gadde
estimation in city-wide studies, which should be deemed as a significant et al., 2016). However, several challenges still exist in the current
component of received solar radiation (Sanchez and Izard, 2015; Bocca- research. Firstly, although there are some datasets for material iden-

latte et al., 2020). Although some studies have proposed 3D models for

A ; - F 3 tification (Bell et al., 2015; Sharan et al., 2009), no specific dataset
the estimation (Redweik et al., 2013; Calcabrini et al., 2019; Jakubiec
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is dedicated to facade material identification. Compared with common
objects like carpets, hair, and sofa, fagcade materials have higher simi-
larity in appearance and farther distance from the viewpoint. Secondly,
most facade related research was conducted by utilizing non-street-
level images (Liu et al.,, 2017; Ma et al.,, 2020), which simplifies
complicated environments and obstacles and thus reduces the gener-
alization of methods. Furthermore, the colors and shapes of different
materials may have similar visible spectral characteristics in street
view images. This makes identifying materials much more challenging
than identifying facade components, like windows or balconies. This
study aims to estimate surface albedo via building materials on street-
level images. For better converting the results into 3D models in other
research, this study chooses to use semantic segmentation instead of
object detection to identify building materials.

In semantic segmentation models, it is critical to balance the net-
work dimensions (i.e., width, depth, and resolution) (Tan and Le,
2019). Some studies use low-resolution images as input to cover a
relatively larger receptive field and lower FLOPS (Richter et al., 2021).
Facade materials identification has a high demand on pixel-level details
to differentiate specific materials, which means remaining the image
original resolution is crucial. In addition, higher-resolution inputs usu-
ally mean better performance in detecting small objects while lower
is good for large ones. Using multi-scale inference is a popular way to
handle the trade-off. Lin et al. (2017) used average pooling to combine
the features between scales. Tao et al. (2020) proposed the attention
mechanism to determine the weighted mask and then use the mask to
trade off the information of different scales. However, it is still a pixel-
level operation, which cannot fully exploit the contextual information
of the output tensor.

In this paper, we presented a new dataset containing 2,003 street
view images of Hong Kong. Different from typical facade related
datasets (Korc and Forstner, 2009; Teboul et al., 2010; Riemenschnei-
der et al., 2012), the proposed dataset is specifically developed for
facade material identification with sufficient facade styles and com-
plicated urban environments. Based on the reflectivity and visual
distinguishability, the dataset divides common facade materials into
six categories. Furthermore, a multi-scale contextual attention network
(MSCA) is proposed for the facade segmentation. Compared with
previous works (Chen et al., 2016; Tao et al., 2020), MSCA combines
contextual information in high-dimension feature space to achieve
feature-level fusion between scales. The main idea of our work is to use
the attention layers to fuse hierarchical information in a revised Object-
Contextual Representation (OCR) module (Yuan et al., 2019) rather
than after the segmentation head of the network. This can significantly
improve the contextual comprehending ability of the network and thus
could better handle the trade-offs between high demand on details and
contextual comprehension ability on large objects. The contributions of
this study are listed below:

(1) This study presents a street-level dataset for facade material
identification. This developed method is superior to using visual
interpretation to acquire information on facade materials in a
complex urban environment.

To exploit contextual information at different scales efficiently,
this study proposed a multi-scale contextual attention network.
The experiments suggested that the proposed structure could
increase the efficiency and robustness of obtaining urban albedo
information.

(2)

The remainder of the paper is organized as follows. Section 2
reviews related work and current technology. Section 3 presents the
assumption, data preparation, and details of our work. In Section 4, we
evaluate the performance of the proposed method and compare it to the
latest models. Conclusions and future work are discussed in Section 5.
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2. Related work
2.1. Material recognition

Unlike object detection or scene understanding, it is challenging
to find image features that can reliably distinguish materials since a
material could span a diverse range of appearances. Early works on
material recognition tend to identify textures from close-up pictures
without any background. For instance, Dana et al. (1999) proposed a
dataset, CUReT, collecting 61 material surfaces under more than 200
illumination and viewing conditions. Nevertheless, a class in CUReT
only contains a single instance, which leads to poor generalization.
The KTH-TIPS (Fritz et al., 2004) and KTH-TIPS2 (Mallikarjuna et al.,
2006) provide more samples for about ten materials like corduroy,
linen, and cotton. However, recognizing materials of real-world ob-
jects is more challenging than distinguishing close-up textures. Sharan
et al. (2014) proposed a 1,000 images dataset, FMD, which contains
complete objects in ten categories with a little irrelevant background
interference. Subsequently, OpenSurfaces (Bell et al., 2013) released
over 25,000 indoor images in regular view instead of using close-ups.
Then, Bell et al. (2015) presented MINC with more uniform samples
of materials, including 7,061 labeled material segmentations in 23
material categories.

However, most existing datasets only contain indoor objects. By
contrast, facades in street views are often captured from further dis-
tances with blurrier details, a more complex environment, and less
discriminating shapes.

2.2. Fagade imagery analysis

Due to the advantages of easy access and crowdsourcing, street view
images can provide datasets for facade imagery analysis. Gadde et al.
(2016) proposed using an unsupervised clustering method, gathering
simple rules as complex patterns instead of giving handcrafted gram-
mar for parsing a specific facade class of facade. Liu et al. (2017)
proposed a network with a symmetric regularizer that can make use
of the structure of man-made architectures. The study reckoned that
building facades have highly regularized shape priors and fine-grained
details, this is the reason why directly applying standard deep learn-
ing approaches (Schmitz and Mayer, 2016) could not always yield
the optimal results. Due to the high dependence of grammar-based
approaches on prior knowledge and the poor performance of directly
using existing segmentation models, Kong and Fan (2020) proposed
to apply a novel CNN pipeline that combines pixel-wise segmentation
and global object detection on a complicated street-level dataset to
achieve a better generalization. However, the difference in shape and
spectral characteristics between different materials (e.g., glass or tiles)
is much smaller than that between facade components (e.g., windows
or balconies). That makes extracting facade material categories more
challenging than the existing identifying facade components task.

2.3. Multi-scale segmentation

In the latest pixel semantic segmentation networks, low output
stride backbones are typically applied to resolve fine-grained details.
However, the small receptive fields lead to poor performance when
identifying large objects (Wei et al., 2017). To balance the trade-
off, PSPNet (Zhao et al., 2017) uses the pyramid pooling module to
aggregate the multi-scale context. Some studies use encoder—decoder
structure and skip connection, like UNet (Ronneberger et al., 2015),
to pass the contextual information between different depth layers.
The DeepLabv3 (Chen et al., 2017) proposed atrous convolutions with
multiple atrous rates in cascade or parallel ways, which can perceive
the context more flexibly.

However, Chen et al. (2016) found that employing average or max
pooling after feature extraction leads to features at each scale either
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equally important or sparsely selected. They introduce the attention
mechanism to fuse the features from scales to address this problem,
which allows the model to focus on the most relevant scales adaptively.
Based on this model, Tao et al. (2020) reduced the training cost by
predicting a relative weighting between adjacent scales without intro-
ducing extra scales. Nevertheless, no matter whether the operation is
max-pooling or attention-based, in the task of materials segmentation,
the crucial problem is distinguishing which material a pattern comes
from is challenging at the pixel level (Schwartz and Nishino, 2016).
This study proposes to handle the contextual information at the feature
level by applying the attention module before the segmentation head
instead of employing it at the end of the network.

3. Methodology

This section introduces the dataset and the refined model. The
model aims to identify the facade materials, especially in metropolitan
cities like Hong Kong. Therefore, we cooperated with the Hong Kong
Highways Department to developed a facades segmentation dataset
with 2,003 street-level images. However, to adapt the model for com-
plex styles of modern facades and variable solar conditions, some
compromises on assumptions are introduced.

3.1. Assumption

Regarding the difficulties in identifying materials from RGB images,
two assumptions were introduced to reduce the labeling difficulties and
the corresponding labor cost.

» Each building has at most two components. As shown in
Fig. 1(b), considering that the dominant materials of different
parts of an individual building may vary greatly, this study di-
vides buildings into several components. Given the prevalent
building types in Hong Kong, this research assumes the specific
number of components is two. As shown in Fig. 1, most buildings
in Hong Kong can be roughly divided into three categories. (1)
Free-standing buildings, which are primarily for residential func-
tions. The entire facade of this type of building is usually made
of consistent material. (2) Complexes, which typically consist
of two parts, lower for commercial function while upper is a
residential zone. The facade material of each component can be
independent. (3) Special buildings like museums. The facade of
special buildings can be irregular and novel.

Each component consists of only one primary material. It can
be observed from the images that most facades consist of more
than one material, like glass windows, metal pipes, and decorated
coating. In the current stage, it is technically challenging to obtain
material information about all accessories on the facade. Besides,
if more than one material is required to label, like the windows
in 1(a) and the decoration in 1(c), alternating and irregular
patterns would cost a considerable investment of time. To tackle
this problem, this study ignores the non-dominant material and
assumes each component consists of only one primary material.
Considering the first assumption, it is assumed that the facade of
an individual building is composed of two primary materials at
most.

3.2. Dataset

Metropolitan cities typically have complex street environments and
crowded buildings. However, most facade related datasets (Korc and
Forstner, 2009; Teboul et al., 2011; Riemenschneider et al., 2012)
only have single-view images with sparse buildings and few obstacles,
which are not practical enough to support the analysis of metropoli-
tan city facades. In this work, we select Hong Kong as the research
site and present a dataset with street-level images that can be more
representative of the actual environment of the metropolis.
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Table 1
Comparison between the existing facade-related datasets.

Size Occlusion  Single view  Diversity of building style
eTRIMS 60 X v Low
ECP2011 104 X v Low
Graz2012 50 X v Low
FacadeWHU 900 4 X Medium
Proposed dataset 2003 v X High

3.2.1. Data specifications

The Highways Department used a vehicle-based mobile mapping
system to collect data from 2017 to 2019, covering the areas of Shek-
Mun, LaiChiKok, WestKowloon, NorthPoint, and Central in Hong Kong.
These images include old residential buildings and flourishing business
districts under different solar conditions. Cameras in 8 directions can
ensure that the acquired data comes from multiple views. Then, we
excluded those overexposed, repetitive, blurred, and illegible images.
Finally, 2,003 images were selected to build the dataset. Among them,
1,463 (73.0%) are used for training, 360 (18.0%) for validation, and
180 (9.0%) for testing. In this work, we used labelme (Russell et al.,
2008) to perform the labeling. After that, cross-checking was conducted
to ensure the consistency and correctness of the annotation. Compared
to the existing datasets (Korc and Forstner, 2009; Teboul et al., 2011;
Riemenschneider et al., 2012; Kong and Fan, 2020), our dataset has the
following merits.

(1) Sufficient facade styles: As shown in Table 1, existing facade-
related datasets only have a small number of images for training
and testing. For example, eTRIMS (Korc and Forstner, 2009)
only has 60 annotated images, while ECP2011 (Teboul et al.,
2011) has 104, and Graz2012 (Riemenschneider et al., 2012)
consists of 50. The size of FagadeWHU (Kong and Fan, 2020)
is quite large, which is 900. Besides, current datasets only con-
tain monotonous building types, making them less generalizable
when applying the results to other cities. In this study, we
selected 2,003 images and manually annotated more than 10 K
buildings to provide sufficient facade styles in the dataset. Be-
sides, the resolution of our dataset is 2046 x 2046, which is also
higher than most of the existing datasets.

Complicated environment: Typically, current facades related
datasets only contain buildings with regular facade shapes that
are captured from the front view of buildings. These images
usually include only a few or no obstacles to avoid the occlusions
in front of target buildings. In contrast, our street-level images
contain complex foreground occlusions like trees, commercial
advertisements, and dense traffic. Besides, various light condi-
tions also affect the hue, brightness, and saturation of facades
differently in the images. We believed this heterogeneous quality
of images will improve the model’s generalization.

(2

3.2.2. Classes and annotations

As stated in the survey of HO et al. (2004), mosaic and ceramic tiles
are the most common facade materials of domestic buildings in Hong
Kong, which attributes to their self-cleaning property and economical
maintenance cost. By contrast, commercial buildings in central business
districts are typically high-rise, making glass and glass mixed facades
more preferred, given their safety and superior appearance.

In this dataset, nine annotation classes are defined, including back-
ground, ceramic tile, glass, hybrid, metal, mosaic tile, paint, tree, and
unidentified materials. Classes were selected based on their reflectivity,
visual distinguishability, and annotation effort. This study did not
include the classes that are too rare in the dataset. Given the difficulty
of identifying materials from images, visual distinguishability is the
most critical consideration when doing the labeling. The difference in
reflectivity does not mean high visual distinguishability, especially in
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Fig. 2. Examples of facade material pictures for each class.

distancing views. That is why we compromised on the differential of
materials reflectivity to some extent. Specifically, as shown in Fig. 2(e),
facades consisting of tiny tiles are common in the residential zone.
Mosaic tile is the most representative type. Although the tiles may
have similar appearances, the consisted materials could be various, like
ceramic, wooden, or brick-like. However, it is exceptionally challenging
and labor-consuming to distinguish and label them. Thus, based on the
visual distinguishability, we combined all facades with tiny tiles into
the category Mosaic tile.

Similarly, it is difficult to distinguish whether a facade is made
from marble or marble-like ceramic. As shown in Fig. 2(a), this study
defines the Ceramic tile as the facades consisting of large tiles. Hybrid
in the dataset is defined as the facades that are usually fifty-fifty made
of glass and another material, as shown in Fig. 2(c). Metal includes
metallic materials (e.g., aluminum plate or other alloy facades), typical
in commercial areas. Paint is the facade with ordinary paint coating
that can usually be seen in old communities. Glass refers to the most
common office building like Fig. 2(b). Besides, this study labels those
buildings that cannot be identified from images, typically caused by
a long distance or severe occlusions, as Unidentified materials. Similar
to the Background (the unannotated data), this study will not use
the accuracy of Background and Unidentified materials to evaluate the
performance of this model.

In the annotation work, we used field investigation and Google
Street View to provide multiple perspectives helping verify the clas-
sification of facades.

3.3. Multi-scale contextual segmentation

3.3.1. Architecture

In this paper, we propose a multi-scale attention structure to un-
derstand the contextual information in high-level features. Compared
with the latest pipeline (Tao et al., 2020), HRNet+OCRNet, we have
made some innovative modifications to adapt our task: the multi-
head attention (MHA) after HRNet, attention within OCRNet, and the
residual block at the end. The former structure embeds the extracted
features into diverse representation subspaces to obtain comprehensive
perspectives on different classes. The attention within OCRNet helps the
network adaptively focus on the most relevant semantic information at
the feature level.
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For more details, as shown in Fig. 3, we use HRNet-W48 (Sun et al.,
2019) as the backbone of our network. Compared with ResNet-101 (He
et al.,, 2016), it can significantly preserve the low-level information
from the high-resolution images. The MHA projects the features ob-
tained from the backbone to different representation subspaces. Each
head of MHA represents a separate way to interpret the semantic
information. After preliminary experiments, this study sets the heads
as the number of classes to obtain optimal results. The output of MHA
is regarded as the preliminary result and thus used for estimating the
auxiliary loss. In the next step, the fine-tuned features from two scales
are then transformed into the query and value matrices, and the feature
from the high-resolution one is simultaneously used as the key matrix to
calculate the attention score. Then the proposed multi-scale OCR could
combine the significant contextual information by the scores and send
it to the segmentation head. To further improve the performance of
the model, we have attempted to make the segmentation head deeper.
However, there are some drawbacks, i.e. amplified the degradation
problem and lower the accuracy level. This study uses a segmentation
head with a residual block to replace a deeper structure. At the end of
the network, the output tensor is a probability map for different classes.

3.3.2. Multi-head attention

Instead of directly using the results from the backbone, this paper
performs multiple attention functions to conduct linear projections, al-
lowing the model interprets the features from different representations
in parallel. The calculations can be performed as follows:

head; = Attention;(Fy,e1pone)

@

MultiHead(Fyu1pone) = p(Concat(head,, ..., head y)) 2)

Where F, . ipon 1S the feature obtained from the backbone in the size
of [batch size, 720,256,256]. As shown in the lower left part of Fig. 3,
multiple attention blocks are used to process F,. pone- The number of
attention blocks, N, is 8, which has been tested to achieve optimal
results in the preliminary stage of experiments. Then the information
from all attention heads is packed together by convolutional layers
p(-) and trained jointly. In the experiments, two different attention
blocks are used in distinct modules. The attention in Multi-Heads
Attention Module is conceptually similar to that of Tao et al. (2020).
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Fig. 3. Network architecture. The upper figure shows the overall architecture of the network. Images in two scales are fused in Multi-Scale OCR after HRNet and MHA, and the
final result is obtained through a residual block. The details of the Multi-Heads Attention Module and Attention Module are shown in the bottom part. Specifically, two different

attention blocks are used in distinct modules.

As shown in the middle plate of Fig. 3, it calculates a dense mask from
features instead of query and key matrices; and then performs pixel-
wise multiplication to obtain the final results. By contrast, the attention
in Multi-scale OCR is a self-attention module. In this module, attention
calculates scores of different scale inputs, then combines them after the
softmax.

3.3.3. Multi-scale OCR

Multi-scale OCR aggregates the contextual information from scales
at the feature level. Specifically, given a pair of input images features
Fiarge @and Fy,,,;, that are generated by the MHA, we first calculated the
pixel representation by Eq. (3):

})Iarge = g(ﬂarge) (3)

where F,,,, is the features obtained from the large size image. P,
is the corresponding pixel representation. g(-) is the convolution op-
erations consisting of a 3 x 3 convolution layer, a batch normalization
layer, and a ReLU layer. Then, the contextual information of large scale,
Contexty,,,,, can be aggregated by Eq. (4):

4)

Contexrlarge = f(Flurgw Plarge)

where Context),,, is the object region representation in OCRNet.
f(-) uses Softmax(-) to calculate the degrees of P belonging to each
object region and then multiplies by F. In the next step, we use
Attention Module, as shown in Fig. 3, to calculate the attention and
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combine the features from different scales:

Score;qq, = Attention(Py,.,,, Context;y,q,) )
Score,, = Attention(P,,,,, Context g, ;) (6)
MultiScaleFeature = r - Scoreg,,; + Score.,, )

In Egs. (5) and (6), the network uses self-attention to calculate the
score between P and Context. Since the P from the large scale has
more detailed information than the small one, this study uses P, to
calculate both scores with Context,,,,, and Context . As shown in the
lower right of Fig. 3, P, is used to calculate the query matrix and
then estimate the attention by multiplying with key and value matrices
from scales. To exploit the fine-grained details, the proposed network
uses Scorey,,,, as the major source of the MultiScaleFeature. Score,,,;,
which has larger receptive fields, is regarded as an enhancement mask
in this structure. This study introduces the drop-out function on the
branch of Score,,,,;. In Eq. (7), r is a vector of independent Bernoulli
random variables, which is set as 0.5 in this study. This design could
prevent over-fitting and reduce the sensitivity of the network on vaguer
features from the small scale. The multi-scale OCR can be described as
generating contextual information and using it to compute weighted
output. The weights assigned to the values are determined by the
relations of the pixel representation and the region representation from
the multi-scale contexts.
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Table 2

Details of experiment configuration.
Item Configuration
Image scale {1, 0.5}
Crop size 896 x 896
Batch size 2 per GPU
Learning rate 0.02
Optimizer SGD
Momentum 0.9
Learning rate scheduler Linear
Minimum learning rate 0.0001

Loss function Cross-Entropy Loss

3.3.4. Loss function
In this work, we use cross-entropy loss as the loss function.

(8

loss = —

N
yilog(p;)

i=1
where N is the number of classes, y; is the binary indicator for class

i, and p; represents the predicted result of class i. The total loss is
computed by Eq. (9).

©)]

— N !
105811y = @ - oSS, + - loss,,  + 1085,y

Where, « and g are the weights of auxiliary loss. In this study, «
and g are defined as 0.5, the same value as Hierarchical MSA (Tao
et al., 2020) The auxiliary loss loss’ _and lossS, are calculated by the
preliminary results .S, and S, respectively. loss means the loss of

the final output.

main

4. Experiment

In this section, we introduce the training details and present the
experimental results. The experimental results from the proposed model
were compared with that from the latest algorithms on our Hong
Kong street view dataset and FacadeWHU. The results show that the
proposed model performs better on both datasets. In addition, the
ablation studies are conducted to analyze and discuss the contributions
of each sub-module. The results show that the proposed modules in our
network are effective.

4.1. Training details

This paper uses PyTorch (Paszke et al., 2019) to develop the pro-
posed model and conduct the experiments on a server containing 2
TITAN RTX GPU. The input images of the pipeline are defined in two
scales, 1.0x for better details and 0.5x for the larger receptive field.
Due to the high computational cost, the experiments crop the images to
896 x 896 and set the batch size as 2 per GPU. We used the Stochastic
Gradient Descent (SGD) for the optimizer with a momentum 0.9 and
weight decay 0.0001 in training. After comparing the polynomial decay
with power 1.0 and 2.0, we selected power 1.0, linear decay, as the
scheduler the same way as Tao et al. (2020). The other configurations
are listed in Table 2.

To verify the effectiveness of the model, we compared the proposed
MSCA with the following algorithms: DeepLabv3 (Chen et al., 2017),
DeepLabv3+ (Chen et al., 2018), OCR (Yuan et al., 2019), and Hierar-
chical MSA (Tao et al., 2020). Hierarchical MSA achieved the optimal
results on the Cityscapes validation set. In this experiment, the base-
lines and the backbone of MSCA are first pretrained on Cityscapes and
then fine-tuned on the proposed dataset with similar configurations.
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4.2. Metrics

To evaluate the performance quantitatively, we selected mIOU,
precision, recall, and Fl-score to analyze the experimental results.
Furthermore, we use macro-averaging (Sokolova and Lapalme, 2009)
to estimate the mean values of the metrics. For the most evaluations
in this paper, we do not take background and unidentified materials into
consideration.

In addition, to discuss the relationship between receptive field and
the performance on this task, this study calculates the theoretical recep-
tive field (TRF) of pixels at the network output layer. TRF describes the
maximal area in the input image that can impact a pixel in a specific
layer. It can be computed by Eq. (10):

-1

L
r= Yk =D]]sn+1
1=1 i

i=1

10

where r is the receptive field size of the network. k; is the kernel
size of layer /. s is stride. The actual impacted area, known as the
effective receptive field (ERF), is typically smaller than TRF (Gu and
Dong, 2021). The specific ERF depends on the information utilization
ability by different networks.

4.3. Experimental results

First, this study conducts experiments on the proposed dataset. As
shown in Table 3, the overall performance of the proposed model is
significantly higher than others, with a mIOU of 72.58%. Besides, from
the TRF of models, it can be seen that there is no significant linear
correlation between the size of the receptive field and the performance.
In the dataset, the size of most buildings varies from hundreds of
pixels to about two thousand pixels. Considering the gap between TRF
and ERF, Hierarchical MSA and MSCA, which have the TRF closer to
the building size, obtained better results. It demonstrates multi-scale
structure could bring a better understanding of different level details.

Except for the ceramic tile and metal, MSCA outperforms the base-
lines in the rest of material classes. Specifically, for the class metal, since
we only have a very small amount of metal facades data for training,
the performance of the proposed models on metal is unsatisfactory, only
64.48%, which is the poorest among all models. However, Fig. 4 also
shows that the most mismatched metal pixels are identified as back-
ground instead of other materials, which is deemed as reasonable for
building-level segmentation results. Furthermore, all models achieve
their worst results in the classes hybrid and ceramic tile. DeepLabV3+
performs an IOU of 39.90% on hybrid and 46.71% on ceramic tile,
while the proposed model results are 58.44% and 50.40%, respectively.
However, the samples of hybrid and ceramic tile are sufficient compared
with metal. The vague label principle of hybrid is the primary reason
for the bad performance. The models seem challenging to classify a
ceramic-like and glass-like object as the class hybrid. Due to this reason,
as shown in Fig. 4, ceramic tile is the category where hybrid is most
likely to be incorrectly marked. In contrast, for the painted facades,
the proposed model reaches the best result of 86.88%, while others
also achieve their best performances. The reason is that the painted
facades have the most considerable number of samples in the dataset
and more colorful appearances than others, making them more easily
to be recognized.

Fig. 4 presents the percentage matrix that the ground-truth (GT)
pixels are predicted (Pred) as different classes. As shown in the figures,
the proposed model is prone to label pixels as background. Notably,
except for metals, about 3% to 5% of pixels in other categories are
misclassified as background. This is mainly due to many occlusion
in the street view images. Because of the building-level annotation
principle, we included the obstacles, e.g., advertisements, as a part of
facades. That may confuse the network when identifying the exclude
and unknown objects on facades.
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Table 3
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Performance of MSCA versus Baselines based on the constructed dataset. Best results in each class are represented in bold.

Method Backbone TRF Ceramic tile Glass Hybrid Metal Mosaic tile Paint Tree mIOU
DeepLabV3 ResNet-101 3459 x 3459 54.50 71.13 54.59 68.96 69.41 85.52 80.58 64.25
DeepLabV3+ ResNet-101 3583 x 3583 46.71 63.08 39.90 67.22 65.65 84.20 79.57 60.91
OCR HRNet-W48 1087 x 1087 59.48 73.53 53.43 74.12 68.67 84.17 77.95 65.28
Hierarchical MSA HRNet-W48 2302 x 2302 53.47 66.59 46.43 67.91 68.51 84.52 75.76 69.31
MSCA(ours) HRNet-W48 2558 x 2558 55.40 76.46 58.44 64.48 70.09 86.88 75.95 72.58
100
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Fig. 4. The percentage of pixels that are classified into different classes. Rows represent the total pixels of this material (Ground truth). Columns represent all pixels classified

into this material (Predicted class).

Table 4

Metrics of the proposed method on the Hong Kong street views dataset.
Metrics ~ Ceramic tile Glass Hybrid Metal Mosaic tile Paint Tree Mean
Precision 0.75 0.85 0.67 0.70 0.81 0.934 0.86 0.80
Recall 0.68 0.88 0.82 0.89 0.84 093 0.86 0.84
Fl-score 0.71 0.87 0.74 0.78 0.82 093 0.86 0.82

Besides, the results of hybrid facades are also related with the
annotation principle. As mentioned, hybrid facades are usually fifty-
fifty made of glass and other materials, typically ceramic. In that case,
the proportion of materials becomes essential for judgment. Based on
the ratio of materials shown in the street views, a ceramic-glass hybrid
facade could be classified as ceramic tile, glass, or hybrid. However, it is
subjective when the proportion is ambiguous, like 30% or 40% of glass,
not 50%. This type of error causes 6.47% of glass to be mislabeled as
hybrid facades, accounting for 43.02% of the misclassification of glass.
Similarly, 21.32% hybrid are inferred as ceramic tiles, accounting for
64.92% of the mis-classification of hybrid. This makes hybrid has the
lowest precision of 0.67 (Table 4).

About mosaic tiles, as shown in Fig. 5, the most challenging problem
is that due to the erosion, fading, and distance, the grids of tiles could
not be recognized confidently from images, which makes them hardly
distinguished from metal, paint and some ceramic tile. In addition, the
typical color and unique pattern of falling off tiles can also provide
hints. However, there are still a considerable amount of mosaic tiles
without any obvious features. That leads to the network misjudging
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Table 5
Performance of MSCA versus Baselines based on FacadeWHU. Best results in each class
are represented in bold.

Method Window Door  Wall Balcony Roof  Shop  mIOU
DeepLabV3 42.78 19.08 61.82 29.15 43.93 19.53 44.27
DeepLabV3+ 45.40 17.39 59.04 29.39 41.42 16.98 43.24
OCR 43.66 8.23 61.32 25.24 36.94 11.46 40.07
Hierarchical MSA ~ 43.22 20.17 60.68 33.84 42.50 19.67 44.82
MSCA(ours) 44.68 21.70 61.26 36.00 45.41 24.34 46.69
Table 6
Metrics of the proposed method on FacadeWHU.
Metrics Window Door Wall Balcony Roof Shop Mean
Precision 0.54 0.28 0.72 0.43 0.56 0.28 0.47
Recall 0.73 0.49 0.81 0.69 0.71 0.64 0.68
F1-score 0.62 0.36 0.76 0.53 0.62 0.39 0.55

them as painted facades. As shown in Fig. 4, 12.04% of mosaic tiles are
labeled as paint or ceramic and this type of error accounts for 62.16%
of all misclassification in mosaic tiles. For the same reason, 3.30% of
painted facades are confused with mosaic tiles, accounting for 44.35%
of the misclassification of paint. Nevertheless, because of the sufficient
training data on these two categories, the proposed model still performs
well with 0.82 and 0.93 F1-score (Table 4).

According to Table 3, Hierarchical MSA outperforms other state-
or-the-art methods. The performance of the proposed method and the
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Fig. 5. Two different materials have almost the same color and luster. The lower left
material is metal, and the upper right is mosaic tile. The difference between the two
materials in the picture is only reflected in the pixel-level details, i.e., mosaic tiles have
grids. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

comparison with Hierarchical MSA are given in Fig. 6. The significant
difference between the proposed model and Hierarchical MSA is that
we have adapted the attention module within the OCR module to fuse
the features between scales. As shown in the first row of Fig. 6, ignoring
whether the pixels are correctly inferred as its categories, the proposed
model successfully detects the commercial building with the ceramic
facades (left in the figure, colored in light blue) as a separated building.
On the contrary, the baseline model only recognizes the upper part
of the building and regards it as hybrid (color in light blue), same as
MSCA. The lower part is reckoned as part of other residential buildings
as the environment near the ground is more complex. Similarly, in the
second row, the hybrid building behind the residential one (middle
in the figure, colored in light blue) only shows a limited part in the
picture. Hierarchical MSA thus fails to distinguish the two buildings,
while MSCA correctly classifies the material and keeps its integrity well.
In the third row, the architectural style of the buildings on the left side
(colored in orange) is similar to that on the right, so it is difficult for
the models to separate them. Likewise, in the fourth row, the baseline
fails to identify the mosaic facade in the middle (colored in orange)
as an independent structure for the same reason. In conclusion, the
qualitative results show that MSCA has a more powerful structure for
comprehending contextual information than the baseline.

To verify the effectiveness of the proposed model, this study also
conducts experiments on FacadeWHU. As shown in Table 5, the pro-
posed model achieves the highest overall performance, with a mIOU of
46.69%, and outperforms the baselines in different classes, except for
Window and Wall. Even in Window and Wall, MSCA is only 0.72% and
0.56% lower than the best model. Furthermore, compared with Wall,
Roof, and Window, all methods have poor performances in Balcony,
Shop, and Door. The best IOUs are only 36.00%, 24.34%, and 21.70%,
respectively. As shown in Table 6, since Wall and Roof have the most
expansive area, which makes them the most unlikely to be blocked by
obstacles, the metrics of these categories are significantly higher than
others. Window also has a relatively satisfactory performance due to
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Table 7
Quantitative results of the ablation studies.

Ablation Multi-Scale MHA Residual block mIOU
1 v 70.43
I v v 71.30
111 v v 70.27
v v v 71.61
MSCA v v v 72.58

its regular shape. The model performs worst in Shop and Door, with
the lowest precision of 0.28. The potential reasons leading to the poor
results could be the insufficient data volume and the indefinable object
boundaries. The latter requires a strong semantic comprehension ability
of models.

Nonetheless, the experimental results on two datasets show that
MSCA can handle the fagcade segmentation in street-level images ro-
bustly and efficiently .

4.4. Ablation study

This paper conducted some ablation studies to demonstrate the
effectiveness of different modules in our network. Compared with a
simple HRNet+OCRNet structure, four significant modifications are
developed to adapt our task: multi-scale, MHA after HRNet, attention
within OCRNet, and the residual block at the end. Among them, the
effectiveness of the attention within OCRNet is proved by comparing
it with Hierarchical MSA, which adopts the attention module after
OCRNet.

Besides, as shown in Table 7, we first adopted a single-scale pipeline
without the MHA, achieving a mIOU of 70.43%, which is 2.15% lower
than the proposed structure. Then, the multi-scale network provides
a boost of 0.87% mIOU over the first one. It demonstrates that it is
helpful in comprehending contextual information by using features in
different scales. However, in setting 3, the model with MHA yields
70.27% mlIOU, resulting in a 0.16% decrease over the first one. Al-
though this number is minor, it shows that simply applying MHA in this
model cannot lead to significant improvements. By contrast, comparing
the ablation study II with the proposed network shows that employing
MHA on the model with residual block and multi-scale structure can
increase the performance by 1.28%, which means the MHA is still
a strong component in the specific circumstance. The experimental
results of the ablation study IV and the proposed method show that
after adding the residual block at the end of the network, the per-
formance increases 0.97%. The results suggest that the residual block
could be helpful in fine-tuning the preliminary output of the network.
In conclusion, by incorporating these modules into the network, the
model results in a total gain of 2.15%, 1.28%, 2.31%, and 0.97% mIOU
compared with the above settings, respectively, which means that all
the modules are effective in this study.

5. Discussion and conclusion

This study proposes a multi-scale contextual attention network to
handle the trade-offs between high demand on details, like materials
spectral characteristics, and contextual comprehension ability on large
objects, like keeping the building integrity. We selected Hong Kong as
the research site and developed a street-level dataset to evaluate the
performance of the proposed model. The experiments show that our
model can effectively classify the materials and achieved a better result
than the other models.

The impact of this study is beyond simply conducting the imagery
analysis on street views. The proposed method can significantly reduce
the domain gaps in facades’ information collection, providing a reliable
and sufficient data source for urban albedos. The obtained information
with coordinates could further project to 3D GIS systems and improve
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Hierarchical MSA

Unidenﬂﬁed

Fig. 6. Qualitative comparison between MSCA and strong baseline (Hierarchical MSA). From left to right: input, ground truth, our method, and baseline.

the accuracy of solar potential simulation. Since the simulation of
reflected light is always the most challenging part of the indirect solar
radiation estimation, ignoring the reflected solar or using a constant
albedo to present the entire city is the typical solution that could
bring considerable inaccuracy. This work explores the possibility of
providing a more specific suggestion for PV deployment strategy. For
instance, based on the model in Zhu et al. (2022a), we could obtain a
better understanding of the relation between the urban morphology and
solar capacity by incorporating the precise albedo of urban envelopes
(i.e., rooftops, facades, and ground) in simulation.

However, there are still limitations to this study. First, due to the
annotation cost, this study makes some compromises, assuming each
building is only composed of two primary materials at most, which
leads to the inconsistency on novel design buildings like theaters or
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museums. Besides, the building-level annotation also causes vague
definitions like hybrid facades. That leads to some confusion in the
classification process of the model. Secondly, due to the complex reflec-
tion characteristics of materials and the restriction of visual manner, we
failed to classify the facade materials strictly by reflectivity. This limi-
tation could diminish the potential usage of our work on solar potential
estimation if we cannot supply highly albedo-differentiated results for
each building. Thus, achieving a more fine-grain classification could be
our future research direction.

To conclude, the proposed facade segmentation network can ef-
fectively identify the materials categories from street-level images in
metropolitan cities like Hong Kong. Furthermore, this work provides
a potential solution to precisely simulate the accumulative processes
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of the reflective radiation and explores the possibility of conducting
fine-grain urban analysis through street views.
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