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A B S T R A C T

Promoting the use of solar photovoltaic (PV) systems in global cities can be an effective way to cope with severe
environmental problems caused by the consuming of fossil fuels. However, a complex urban environment
challenges the effective use of PV systems for practical applications. Essentially, this is a spatial optimization
problem, where the goal is maximizing the harvesting of solar energy while minimizing occupied urban
surfaces. To address this problem, this paper proposes three hierarchical optimizations. First, computational
optimization provides a parallel architecture for an established 3D solar estimation model to achieve spatially
scalable computation with high spatio-temporal resolution. Second, priority optimization determines the use
of different urban partitions considering various constraints. Third, capacity optimization analyzes the spatial
and quantitative distribution of solar potential, constrained by the smallest solar irradiation and the minimum
surface area to be used. The overall optimization framework is then set to obtain the minimum PV installation
capacity required to meet the real demand with the identification of urban surfaces to be equipped with PV
modules. By using smart meter data with high temporal resolution in the city of Bologna, Italy, our analysis not
only provides executable plans to meet the real demand but also reveals that rebalance and storage capacity are
needed to achieve a real-time self-supportive architecture. The proposed analytic and optimization framework
can promote distributed PV systems in urban areas and facilitate energy transition adapted to a variety of
applications.
1. Introduction

1.1. Background and motivation

Cities consume 60% to 80% of global energy that accounts for more
than 70% of global greenhouse gas emissions [1], which exacerbates
global warming and air pollution [2,3] and makes the urban heat
island effect severe [4–6]. To tackle this problem, one possible solution
is promoting photovoltaic (PV) systems to generate green electricity
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with significant reduction of carbon emission [7–9]. Compared with
utility-scale solar power plants which are usually located in remote
and bare lands to provide a stable fuel price, distributed generation
in cities has been booming for its potential to provide a self-supportive
system [10,11]. By equipping PV modules on rooftops, ground, and
even façades, and connecting them to the local utility distribution
grid [12], it is in principle possible to form nearly self-sufficient
small-scale systems, significantly reducing the costs related to
306-2619/© 2022 Elsevier Ltd. All rights reserved.
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transporting energy, as well as increasing resilience of the energy grid.
To achieve this vision and propose an executable plan for distributed
PV generation, two components are required: (i) an accurate estimation
of solar PV potential on large three-dimensional (3D) urban surfaces
to determine solar abundant locations, and (ii) optimization of solar
PV capacity to meet the real electricity demand. This is important for
smart grid operators who need to plan the PV installation capacity
and location based on the techno-economic assessment that considers
the feed-in tariffs initiatives, the installation cost, and the operation
and maintenance cost, which can affect the economic performance of
distributed PV systems significantly [13–15].

However, there is a challenge for solar estimation in a complex
urban environment since the spatio-temporal distribution of solar ir-
radiation is significantly influenced by urban morphology, such as
massing [16], density [17,18], and orientation of buildings [19], and
even terrain variation [20]. To overcome the challenge, several stud-
ies have proposed various solar estimation models, either focusing
on rooftops [21–24], façades associated with rooftops [25–28] or
ground [29], or all the three partitions [30,31]. However, these models
lack spatial scalability that cannot support an estimation over large
urban areas with a fine spatio-temporal resolution, which is a crucial
component to design distributed PV systems in cities. Addressing this
challenge is thus the first research objective of this paper.

Besides estimating urban PV potential, planning PV systems at
solar abundant urban space is the other important issue. One study
investigated the characteristics of machine learning-based PV panel
segmentation, which offers a cost-effective and data-consistent method
for estimating the existing PV installed capacity [32]. In comparison,
our study aims at proposing an executable plan for distributed PV
power generation on an existing built environment, which will achieve
a balance between the demand for electricity and the supply of solar
energy. To develop energy-efficient cities, some studies have already
proposed PV plans by investigating the relationship between electricity
demand and supply either based on a theoretical model [33,34] or
estimated demand [35]. However, they have not addressed the spatial
optimization that maximizes the solar PV potential with a minimal
number of urban surfaces occupied to meet the electricity demand.
Addressing this issue becomes our second research objective.

1.2. Modeling of a three-dimensional solar city

It is vital to accurately estimate PV potential on urban envelopes
to utilize solar energy effectively. One method consists in estimating
sky view factors [36,37], which is constrained to work only for par-
ticular streets which had been captured by street-view images. Also,
irradiations on building surfaces cannot be derived. Another approach
consists in estimating the potential on rooftops only, which were mostly
utilized in cities [22–24]. Meanwhile, two studies incorporated extreme
weather events and cloud cover into the planning of urban energy
systems [38] and the estimation of PV potential on rooftops [24],
respectively. Specifically, one established a probability distribution
map of annual cloud cover for PV potential estimation [24], since cloud
cover can substantially impact the received irradiations even if two
cities are at the same latitude and have similar urban morphology. Our
study will also consider this effect by incorporating historical cloud
cover data into the determination of atmospheric conditions reliably.

In vertical cities, façades can also be optimal locations for semitrans-
parent PV modules to save urban space and generate electricity [25–
29]. In addition, being used as an alternative to conventional window
glass, the use of semitransparent PV allows a lower amount of solar
irradiation to penetrate the indoor environment, which thus provides
moderate daylighting and reduces the use of air conditioners during the
summer. Thus, the use of PV on façades can be especially useful in cities
with temperate to warm climates. In this field, one study incorporated
the effect of greenery in the estimation of solar irradiation on the built
2

environment [39], which cannot be ignored in urban areas where trees
are an important component of the urban landscape. In the case under
our study with an urban area in the city of Bologna, Italy, the effect of
trees is marginal since greenery is a minority in the study area.

Further studies suggested that their models were able to estimate
PV potential on the entire urban envelopes, including rooftops, ground,
and façades [30,39–42]. For example, by incorporating an established
model [43] into the development of the SORAM model [41], one study
proposed a ray-tracing algorithm to determine the intersection between
3D ray vectors and an entity to calculate solar potentials on urban
surfaces. However, the capability of applying the method on an area
having a large number of buildings is not reported, and the ability
to account for complex building geometries with concave and nested
polygon footprints is uncertain as well.

Previous work developed a model that created 3D shadow surfaces
associating at the corresponding façades and then made 3D intersection
between the shadow surfaces and other building surfaces, which thus
generated 3D intersection lines that divide shadow from light [30]. Fur-
thermore, 3D point clouds which are used to present urban envelopes
were considered to be in light when they are above the intersection
lines so that the points are assigned to the specified irradiation. The 3D
intersection essentially considers the shadow effect made by surround-
ing or even distant building blocks. Therefore, the model is expected to
satisfy the computation need of our study. However, the introduced 3D
intersection method potentially creates largely redundant computation;
for instance, all ground points will be retrieved while only a small
proportion of them is in the shadow at noon. To address this problem,
our study aims to propose a parallel computational architecture with
acceleration techniques implemented in a spatial database management
system to speed up computation and enable the application of the
model to a large urban area. Most importantly, the previous models
have not developed a spatially scalable computational framework,
which means that parallel computing for spatial-contiguous regions and
for a series of time intervals is not supported, even using the most
advanced central processing units. Overcoming this challenge is crucial
for smart grid operators to detect suitable PV locations with abundant
solar potential so that global optimization of the PV installation ca-
pacity can be achieved over a large urban area to meet the electricity
demand.

1.3. Solar urban planning

Previous studies on the planning of solar-related applications can be
categorized into three classes: solar changes on the existing buildings
over different spatial and temporal scales [25,39,40,44]; solar transfor-
mation when cities reform from the current urban form to the future
urban landscape based on a determined master plan [31]; and solar
optimization by designing new urban forms or hybrid systems [45,46].
However, studies focusing on existing buildings investigated changes
of irradiation either at a coarsely spatial resolution by aggregating a
cluster of buildings [44] or a coarsely temporal resolution in monthly or
seasonal scales [25,39,40]. Different from these studies, our study will
optimize the PV planning strategy by considering different scenarios
in a complex urban environment and develop a spatio-temporal data
analytic method to reveal the spatial and quantitative distribution
patterns of solar PV potential on detailed 3D urban envelopes, which
is crucial for planning PV systems with abundant solar energy.

To achieve the second objective of maximizing solar harvesting
and minimizing occupied urban surfaces, it is crucial to perceive both
electricity demand and solar potential with high spatio-temporal gran-
ularity and to combine that into an optimization framework. Even
though a recent study has stated that they estimated solar energy
at a fine spatial and temporal resolution covering the entire Arabian
Peninsula [47], it is still inappropriate to be used for cities, where
a microscopic investigation is needed within a scale of meters and
hours, respectively. With a similar research objective on solar ur-

ban planning, another study investigated the impacts of nine types
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of urban morphology on the energy demands, introduced the urban
cell concept, and used a game-theoretic approach to optimize energy
systems and electricity networks between the urban cells [48]. The
results suggested that it can improve the installed renewable energy
and the net present value considerably. In comparison, our study will
propose spatial optimization aiming for the maximized PV installed
capacity and minimized urban occupation to meet the real electricity
demand. To solve the high granular optimization of PV capacity and
location, a possible way is to combine estimation of demand with smart
meters which provide accurate and reliable electricity demand with
high spatial (e.g., in meters) and temporal (e.g., in minutes) resolutions,
with an estimation of supply derived from 3D solar irradiation models.
As it is rare to find studies incorporating smart-meter data into spatial
optimization of distributed PV systems, one of the contributions of
this study is that we are from a technical and empirical perspective
to demonstrate planning of PV installation capacity for near-real-time
electricity demand.

1.4. Contribution

To sum up, the originality of this study is three-fold: (i) optimizing
the computational framework by proposing a parallel computation
architecture to allow spatial scalability of a 3D solar estimation model
and global optimization of the PV installation capacity over a large
urban area; (ii) optimizing the priority of utilizing different urban
partitions for multi-scenario solar harvesting constrained by land use
and urban landscape; and (iii) optimizing the PV installation capac-
ity by maximizing solar harvesting while minimizing urban surface
occupation to meet real electricity demand.

The rest paper is organized as follows. Section 2 proposes a PV
provision optimization framework consisting of three hierarchical lay-
ers, i.e., the computation optimizations, the usage priority optimization
of urban partitions, and the PV installation capacity optimization.
Furthermore, as an empirical investigation, Section 3 presents the study
area and data collection. Section 4 demonstrates the results to supply
real-time electricity demand. Finally, Section 5 makes discussion and
conclusion.

2. Optimization of equipping PV modules

2.1. Optimization framework

The methodology for planning PV modules is composed of three
hierarchical optimization steps (Fig. 1). First of all, computation op-
timization will be used by incorporating a solar estimation model [30,
31] to achieve spatially scalable computation by utilizing multiple
threads if the study area has a large number of buildings. Then, the
priority of using three urban partitions (i.e., rooftops, façades, and
the ground) will be optimized, constrained by land use and urban
landscape. Finally, the PV installation capacity and location will be
optimized to meet the real demand by maximizing the solar harvesting
and minimizing the occupation of urban surfaces, which is supported by
the spatio-temporal statistics that reveal the spatial distribution of solar
irradiation and the quantitative distribution of the generated electricity.

2.2. Modeling solar irradiation on urban envelopes

The study utilizes an established model to estimate solar irradi-
ation on three-dimensional (3D) urban envelopes [30,31]. Based on
footprints of buildings associated with the height attribute, the model
constructs urban envelopes as a set of 3D polygons denoted by , which
can be decomposed as rooftops , façades  , and ground . Given this,
each element 𝑔 ∈  can be discretized using a set of homogeneous grids
with a constant resolution 𝑑, which are spatially contiguous with each
other. Then, centroids denoted by  can be extracted from the grids
to present 3D point clouds of the urban envelopes. More specifically,
3

Fig. 1. The framework contains three hierarchical optimizations for planning
deployment of PV modules.

∀𝑝 ∈  , 𝑝 is described by the unique ID 𝑖𝑑, the 3D coordinate 𝑙 on a
surface of 𝑔, and the irradiation 𝑢. Next, a complete set of parallel solar
irradiations passing through the atmosphere and arriving at the point
clouds  are determined and denoted by  = {𝑟}. Furthermore, the
3D intersection between façades  and irradiations  can be made to
produce the set of 3D shadow surfaces denoted by , which is hence
modified as  ′ because (i) solar-facing façades will not make a shadow
surface, (ii) coincident façades with a lower height will not make a
shadow surface either, and (iii) nearby buildings and concave rooftops
may reshape the original shadow surfaces. Finally, ∀𝑝 ∈  , irradiation
𝑢 is set to 0 if it is below the shadow line  ′, and 𝑢 = 𝑓 (𝑢𝑜) if it is above
 ′.

2.3. Computation optimization with a parallel architecture

The model was implemented as hierarchical SQL functions in a
relational database management system (DBMS) of PostgreSQL 11 with
the support of PostGIS 2.5. Even though the model has introduced three
accelerating technologies (i.e. spatial indexing, replacing large tables
for UPDATE queries, and creating temporary tables in RAM) to achieve
fast computation, it is still a challenge to achieve parallel computation
by invoking multiple threads in PostgreSQL 11 as execution plans
may vary when the table size changes, which usually happens when
estimating solar irradiation at different hours of a day.

To address the challenge of parallel computation in a DBMS, we
propose a simple and effective parallel computational framework based
on four hierarchical structures. First, the entire area to be estimated
is defined as a 100 m outer buffer of the study area to get rid of the
marginal effect. This is done using a set of sub-areas with a 100 m
overlap (Fig. 2) so that each one can be computed in parallel in a
series of independent databases. This way, the computational load in
each database can be reduced dramatically. For example, millions of
intermediate records generated from the intersection between solar
irradiations  and 3D urban envelopes  may perform a 75% reduction
when the computational area becomes one-fourth of the original. Then,
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Fig. 2. The framework of parallel computation based on discretizing the study area into overlapping sub-areas.
spatially contiguous areas can be extracted from all the sub-areas with
3D point clouds having obtained qualified solar irradiation. After that,
the sub-areas are integrated and reformed as the original study area,
which has obtained solar irradiation  at time 𝑡𝑖. Finally, a set of the
above architectures can be built up to compute solar irradiation on an
annual basis  concurrently.

2.4. Priority optimization in utilizing different partitions

This study defines solar irradiation as a tuple 𝑟 = ⟨𝑒, 𝑧, 𝑡, 𝑙, 𝑢𝑜⟩,
meaning that the irradiation comes from the atmosphere at an elevation
𝑒 and an azimuth 𝑧 with qualified irradiation 𝑢𝑜 and arrives on an urban
surface locating at a 3D coordinate 𝑙 at time 𝑡. To utilize solar energy in
a city, we prefer an area having {𝑢} that is spatially concentrated and
quantitatively large. Notably, 𝑢 may not equal 𝑢𝑜 since an urban surface
𝑔 may not have a vertical angle with 𝑟 all the time so a transformation
is needed according to the energy conservation law. Thus, the principle
is to maximize the sum of 𝑢 given a minimized sum of the usable area
𝑎, where 𝑢 is at least equal to or larger than 𝑢𝑢𝑠𝑒. More formally:

𝑈 = 𝑚𝑎𝑥(
∑

𝑢) |
(

𝑢 ⩾ 𝑢𝑢𝑠𝑒 ∧ 𝐴 = 𝑚𝑖𝑛(
∑

𝑎)
)

(1)

The above function is constrained by different concerns when it is
applied to urban envelopes that are partitioned into rooftops, façades,
and ground surfaces. To save land-precious urban areas, people prefer
to use building surfaces for distributed generation, such as houses in
communities and skyscrapers in urban areas. As a driven factor of
obtaining 𝑈 , it is reasonable to utilize urban envelopes in order of
façades/rooftops and ground determined by specific geo-location. For
instance, cities located at low latitudes (e.g., Singapore) prefer rooftops,
while façades overtake rooftops for high latitude cities (e.g., Stock-
holm). However, the concern changes in a different situation. For
historical cities with a rich architectural landscape (e.g., Bologna,
Stockholm, and Barcelona), extensively utilizing façades and rooftops
will cause remarkable destruction of the original landscape. Because of
this reason, a convincing way is assigning the highest priority to free
space on the ground followed by rooftops and finally façades, which
brings an additional benefit of easing PV maintenance. We tend to use
rooftops more than façades because rooftops will make less influence on
the landscape, considering a possible scenario that façades are covered
by a large area of PV modules. Nevertheless, it may still be a challenge
if the occupation of the ground is significantly large, especially in
land-precious urban areas. In this consideration, we make a trade-off
that rooftops, ground, and façades are used as a decreasing priority
(Table 1).
4

Table 1
Three concerns leads to four different proprieties to equip PV modules on urban
envelopes.

No. Concerns 1st priority 2nd priority 3rd priority

1 Efficiency (high lati.) Façades Rooftops Ground
2 Efficiency (low lati.) Rooftops Façades Ground
3 Landscape Ground Rooftops Façades
4 Trade-off Rooftops Ground Façades

2.5. Capacity optimization for PV modules

As previously discussed, solar farming prefers surfaces that have
both spatially concentrated and quantitatively large irradiation. There-
fore, explicitly understanding the spatial distribution of solar irradia-
tion is imperative to determine usable surfaces. We expect to utilize so-
lar irradiation 𝑢 which is equal to or larger than a threshold 𝑥⋅𝑢𝑚, where
𝑢𝑚 is the maximum irradiation on an urban partition (i.e., rooftops,
façades, or ground) and 𝑥 is the proportion of 𝑢𝑚. Hence, it computes
the rate of usable area 𝑝(𝑎) for each surface:

𝑝(𝑎) =
𝑎𝑢𝑠𝑒
𝑎𝑠𝑢𝑟

| 𝑢 ⩾ 𝑥 ⋅ 𝑢𝑚 (2)

Then, it summarizes the rate of urban surfaces 𝑝(𝑠) that satisfies
𝑝(𝑎) during a period, which is an empirically cumulative distribution
equaling the number of usable surfaces 𝑛𝑢𝑠𝑒 divided by the sum of the
surfaces 𝑛𝑠𝑢𝑚 in one partition:

𝑝(𝑠) =
𝑛𝑢𝑠𝑒
𝑛𝑠𝑢𝑚

| 𝑝(𝑎′) ⩾ 𝑝(𝑎) (3)

Furthermore, the total supply 𝑠(𝑒) can be estimated by summarizing
generated electricity for a given 𝑥, the proportion of 𝑢𝑚. Next, the
smallest 𝑥 can be determined by comparing 𝑠(𝑒) = 𝑟

∑

𝑢 with the real
demand, where 𝑟 is the photoelectric conversion efficiency. It corre-
sponds to the smallest occupation of urban surfaces for PV modules.
Notably, the occupied area varies across different concerns if the first
priority has already satisfied the demand. Also, more partitions are
needed if the first priority cannot meet the demand, which will utilize
urban envelopes comprehensively.

3. Empirical investigation

3.1. Study area

As one of the most well-preserved historical cities across the world,
the city of Bologna in Italy attracted more than three million overnight-
stay tourists in 2019 [49]. Thus, it is especially important to reduce
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Fig. 3. The study focuses on an urban area next to the old city center in Bologna, which is discretized as seventeen grid cells having red boundaries.
greenhouse gas emissions in the city for environmental protection
and preserving historic buildings. Bologna has signed the Covenant
of Mayor’s initiative to achieve a reduction of greenhouse emissions
at 20% by 2020 and 40% by 2030 [50]. Thus, it is reasonable to
promote distributed PV systems to reduce fossil fuel consumption in
Bologna. Also, as a city that has a moderate density of old buildings and
modern architecture, and reasonable annual sunshine hours, Bologna is
representative of many European cities, such as Barcelona and Prague.
As such, results and findings obtained from Bologna have reference
significance to other cities on the feasibility of promoting PV generation
to meet the real electricity demand. Motivated by this, this study
investigated the proposed PV installation optimization framework in
Bologna.

Since equipping PV modules on characteristic historical buildings
is not appropriate, the study focuses on a 3.05 km2 urban area next
to the old city center (Fig. 3), which is a typical residential area with
a reasonable density of buildings compared with metropolises. There
are 3761 buildings with a total floor area of 705,669 m2, which is
significantly larger than what was investigated in previous studies [13].
For ease of computation and statistics, the study defined 3D point
clouds at 1 m resolution, which means that a single point represents
1 m2, resulting in 5.46 million point clouds for the entire area.

3.2. Data collection

Electricity consumption data in April of 2019 was obtained from an
anonymized data provider. The data was collected by residential smart
meters and contains power consumption data at a temporal resolution
of 15 min. For privacy protection, electricity consumption data has
been aggregated by homogeneous and spatial contiguous grid-based
regions at a resolution of 356 m, recorded as 𝑔𝑛𝑜 = {1, 2,… , 17} (Fig. 3).
The study does not consider the impact of terrain variation on the
spatial distribution of solar irradiations since the study area is mostly
flat. We obtained footprints of the buildings associated with the height
5

Table 2
Comparison between the electricity generation on three partitions and real demand of
the total electricity for four weeks.

No. Type Electricity
(GWh)

1 Rooftops 12.258451
2 Façades 18.972891
3 Ground 6.751774
4 Total 37.983116

5 Demand 1.575603

attribute from the Territorial Information System, the Municipality of
Bologna [51]. Based on time 𝑡 and location 𝑙, an online platform named
Sun Earth Tools was used to compute the elevation angle 𝑒 and azimuth
𝑧 to compute solar irradiation 𝑟 [52]. Since cloud cover is one of the
most important factors that influence 𝑢 significantly, hourly cloud-cover
data in April has been collected for five years between 2015 and 2019
from World Weather Online [53], which is used to compute statistically
significant transmittivity 𝛼 and diffuse proportion 𝛽 that significantly
determine direct and diffuse solar irradiation [54]. With a determined
⟨𝑒, 𝑧, 𝛼, 𝛽, 𝑙, 𝑡⟩, the irradiation 𝑢 on a horizontal urban surface was com-
puted by using Points Solar Radiation in ArcGIS 10.3 [55]. On this
basis, a complete profile of land surface solar irradiation associated
with time, location, and the weather was constructed and used by the
3D solar irradiation model. Eclipse Java IDE was utilized to connect and
manage a series of databases simultaneously for parallel computation.

4. Results

4.1. Characterizing electricity supply and demand

Assuming that transition efficiency of PV modules is 20%, which
has been widely achieved by industry [13]. The study computed hourly
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Fig. 4. Hourly solar irradiation on urban envelopes from 8 am to 4 pm on April 01, 2019.
solar irradiations on urban envelopes during the daytime. Fig. 4 visual-
izes the distribution of irradiation from 8 am to 4 pm on a single day.
Based on the results on each day, we accumulated irradiations of 3D
point clouds having the same spatial location across four weeks from
01 April 2019 to 28 April 2019. As a result of this, spatial analysis can
be made based on a series of temporal scales from hours to days and
even weeks.

The first question to address is whether the study area has enough
solar capacity to satisfy the actual electricity demand. The study firstly
overviews the whole area to draw a preliminary relation between
supply and demand. We only consider land use types which are parks
and grass when accumulating generated electricity on the ground as
it is a challenge to use other land-use types for PV modules, such as
schools or hospitals (Fig. 3). The analysis shows that the real demand
is about 1.58 GWh versus the totally generated electricity is nearly
37.98 GWh in April, contributed by rooftops at 12.26 GWh, façades
at 18.97 GWh, and ground at 6.75 GWh ( Table 2). This means that,
in principle, the study area has far enough solar capacity to supply the
residential electricity demand, with a ratio between theoretical energy
supply of demand of about 24x, and a ratio of about 7.8x considering
only rooftop generation. However, the result of the analysis does not
mean that people can utilize all the solar capacity. In fact, equipping PV
modules on urban envelopes is usually constrained by many factors. For
example, a surface with spatially concentrating and quantitatively large
solar irradiation is always preferred for PV modules, while a surface
having an opposite condition will be discarded probably.

4.2. Spatial distribution of solar irradiation

Then, the study summarized 𝑝(𝑟), which is an empirically cumu-
lative distribution of rooftops such that each rooftop has at least a
certain percentage of area 𝑝(𝑎) with irradiation at least 𝑥 ⋅ 𝑢𝑚 (𝑥 =
{0.1, 0.2,… , 0.9}). For example, when looking at the blue curve in
Fig. 5a, 𝑝(𝑟) = 0.7 and 𝑝(𝑎) = 0.2 mean that, for 70% rooftops, each
rooftop has at least 20% area with irradiation 𝑢 ⩾ 0.9𝑢𝑚. The same
statistics is also made for rates of ground 𝑝(𝑔) (Fig. 5b) and rates of
façades 𝑝(𝑓 ) (Fig. 5c).
6

The results show that rooftops and ground have a similar distri-
bution pattern, which has the largest rate of surface area (𝑝(𝑎) = 1)
followed by a shape decrease and finally reaches the smallest rate
(𝑝(𝑎) = 0) with the increase of 𝑝(𝑟) or 𝑝(𝑔). In detail, 𝑝(𝑟) experiences
a steeper decrease than 𝑝(𝑔), suggesting that rooftops tend to be in
sunshine or shadow alternatively while the ground has gradual changes
between sunshine and shadow during the daytime. This also indicates
that most rooftops are unlikely in the long-term shadow made by
neighborhood buildings since there is no high density of tall buildings.
Besides, more than 50% rooftops versus 40% ground can use 80%
surface area respectively if targeting at the largest solar irradiation (𝑢 ⩾
0.9𝑢𝑚). In this aspect, rooftops may be more favorable than the ground
to equip PV modules when only considering the spatial distribution of
solar irradiations. In comparison, façades have a significantly different
distribution pattern. For all 𝑥 ⋅ 𝑢𝑚, 𝑝(𝑎) has a dramatic or even cliff fall
followed by a long tail approaching 0 with the increase of 𝑝(𝑓 ). This
means that façades do not have large rates of surface area to utilize
when 𝑢 ⩾ 0.9𝑢𝑚.

4.3. Quantitative distribution of the generated electricity

To determine usable areas of PV modules, the study makes absolute
statistics and analysis as shown in Fig. 6. Overall, with the increase of 𝑥
which is the rate of 𝑢𝑚, the total usable area 𝑠(𝑎) and the total generated
electricity 𝑠(𝑒) decrease while the average electricity 𝑣(𝑒) increases for
all rooftops, façades, and ground. Several observations can be derived
from the figure. First, rooftops obtain relatively larger values than the
ground at the same rate of 𝑢𝑚 for all the considered statistics, suggesting
that rooftops may have higher priority to use solar energy. Second,
façades have the largest variation of 𝑣(𝑒), increasing from the smallest
16.8 KWh/m2 when 𝑥 = 0.1 to the significantly largest 38.7 KWh/m2

when 𝑥 = 0.9 (Fig. 6c). Even though façades do not have an advantage
in the rate of the usable area if utilizing 𝑢 ⩾ 0.9𝑢𝑚 (Fig. 5c), the
absolute statistics shows that façades still have a considerable usable
area for 𝑢 ⩾ 0.9𝑢𝑚 (Fig. 6a), meaning that façades can be the best urban
envelopes to use solar energy. Third, the analysis of 𝑠(𝑒) shows that
we can meet the total residential energy demand when utilizing the
largest irradiation when 𝑥 = 0.9 (Fig. 6b), based on the fact that the
real demand is at 1.58 GWh (Table 2).
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Fig. 5. A rate of surface area 𝑝(𝑎) in a rate of urban envelopes has solar irradiations equal or higher than 𝑥 ⋅ 𝑢𝑚. (a) Rate of rooftops 𝑝(𝑟). (b) Rate of ground 𝑝(𝑔). (c) Rate of
façades 𝑝(𝑓 ).
Fig. 6. Absolute statistics of solar irradiations when utilizing 𝑥 rate of the maximum irradiation 𝑢𝑚 on rooftops, façades, and ground. (a) The total usable area 𝑠(𝑎). (b) The total
generated electricity 𝑠(𝑒). (c) The average electricity 𝑣(𝑒).
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4.4. Planning of the PV capacities

Having obtained a thorough understanding of the spatial and quan-
titative distribution of solar energy on urban envelopes, our next focus
is to propose an executable plan for deploying distributed PV modules
for distributed energy production. Since large solar irradiation is always
preferred, the results shown in Fig. 6 suggest that it is reasonable to
utilize urban envelopes in order of façades, rooftops, and ground. How-
ever, Bologna is a historic city with a rich architectural landscape, and
extensive use of building surfaces may destroy the original architecture
landscape as the study area is just next to the old city center. Since the
prevalent use of ground areas for PV modules may still be a challenge if
the occupation of the ground is significant, we try to achieve a trade-
off in which rooftops, ground, and façades are used with decreasing
priority.

This study focuses on areas of high irradiation (𝑢 ⩾ 0.9𝑢𝑚) as
Section 4.3 has suggested that utilizing areas of high irradiation is
sufficient to generate enough electricity to satisfy the residential energy
demand. Therefore, Fig. 7 presents the energy production as a function
of the minimum area 𝑎 needed to install PV modules when 𝑥 ⩾ 0.9,
categorized by three urban partitions. Correspondingly, Fig. 8 reports
the same analysis for the total area 𝑠(𝑎) that will be used for deploying
PV modules. In general, with an increase in the minimum usable area
𝑎, both 𝑠(𝑒) and 𝑠(𝑎) drop off at a faster pace changing from ground
to rooftops and façades. It also shows that each partition will get a
larger 𝑠(𝑒) if we accept to use a smaller 𝑎 on a single surface, which
also means that the usable area may be spatially discrete, making it
difficult to install and maintain PV modules.

As discussed above, the use of a single partition may already satisfy
the current need since the real demand is 1.575603 GWh. Furthermore,
7

t

Table 3
Three plans of generating electricity on urban partitions. The bracketed numbers
following the values of 𝑠(𝑒) are the corresponding rates 𝑥 of 𝑢𝑚.

No. Partition 𝑎 (m2) 𝑠(𝑒) (GWh) 𝑠(𝑎) (m2) 𝑝(𝑎)

P1 Façade 50 1.968919 (0.93) 36 269 2.0464%
P2 Rooftop 500 2.106683 (0.98) 77 347 15.3796%
P3 Ground 500 1.756860 (0.98) 64 697 3.9172%

the study plans to generate electricity that fulfills the real demand with
the smallest occupation of urban surfaces, which can simultaneously
determine the rate of 𝑢𝑚. If utilizing façades that have the largest solar
irradiation, it can generate electricity at 1.968919 WKwh (𝑢 ⩾ 0.93𝑢𝑚),

hich corresponds to a total area of 36,269 m2 for the PV modules
Table 3). To protect the original architectural landscape, free space
n the ground can be used to generate electricity at 1.756860 GWh
𝑢 ⩾ 0.98𝑢𝑚). Even though the generated electricity is only slightly
ess than façades, the required area of PV modules is significantly
arger, requiring 64,697 m2. As a trade-off, we may alternatively install
V modules on rooftops with at least 500 m2 to meet the condition
𝑢 ⩾ 0.98𝑢𝑚). In this scenario, the system would be able to distributedly
enerate a large amount of electricity at 2.1066883 GWh, using a
otal area of 77,347 m2 for PV modules. Overall, 2.0464%, 15.3796%,
nd 3.9172% of the total façade, rooftop, and ground surface will be
ccupied by PV modules, respectively.

.5. Spatio-temporal constraints of the PV modules

The above analysis shows that we can generate enough electricity

o meet residential electricity demand with the least occupation of the
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𝑥

𝑥

e

Fig. 7. The minimum usable area (𝑎) in each urban partition against the totally generated electricity (𝑠(𝑒)), varying by the use of the minimum irradiation 𝑢 ⩾ 𝑥 ⋅ 𝑢𝑚, where
= {0.91, 0.92,… , 0.99}. (a) 𝑠(𝑒) on rooftops. (b) 𝑠(𝑒) on ground. (c) 𝑠(𝑒) on façades.
Fig. 8. The minimum usable area (𝑎) in each urban partition against the total required area (𝑠(𝑎)), varying by the use of the minimum irradiation 𝑢 ⩾ 𝑥𝑢𝑚, where
= {0.91, 0.92,… , 0.99}. (a) 𝑠(𝑎) on rooftops. (b) 𝑠(𝑎) on ground. (c) 𝑠(𝑎) on façades.
Table 4
Combination of generating electricity on three urban partitions based on different
concerns. Values afflicted with the ‘‘+’’ mark means that the generated electricity
xceeds the demanded electricity.
No. 𝑠(𝑒)𝑑𝑚𝑑 (GWh) 𝑠(𝑒)𝑃1 (GWh) 𝑠(𝑒)𝑃 2 (GWh) 𝑠(𝑒)𝑃 3 (GWh)

1 0.047409 0.094445+ 0.083220+ 0
2 0.024669 0.175764+ 0.120474+ 0
3 0.155910 0.106263 0.093779 0
4 0.166313 0.064986 0.144812 0
5 0.011003 0.029369+ 0.032090+ 0.014928+

6 0.096165 0.280699+ 0.022929 0.378268+

7 0.023208 0.119614+ 0 1.177474+

8 0.070116 0.048545 0.154948+ 0
9 0.105567 0.169071+ 0.319250+ 0
10 0.195715 0.059613 0.156334 0
11 0.230294 0.094655 0.050123 0.018667
12 0.083574 0.159877+ 0.127141+ 0.068493
13 0.048793 0.147488+ 0.114729+ 0
14 0.091564 0.101495+ 0.125080+ 0
15 0.127958 0.147461+ 0.036702 0
16 0.075593 0.079560+ 0.058173 0
17 0.021754 0.090013+ 0.466901+ 0.099029+

urban surface. However, there are still two uncertainties. When looking
at spatial constraints, a grid-based statistical area may obtain a self-
supportive energy balance; however, it can also be possible that some
areas lack electricity while others have a surplus so that rebalance
would be needed across the entire area. Having several grid areas with
self-sufficient PV power generation is an indication of a relatively more
resilient distributed PV system, as most of the areas of the city would
be able to self-produce their energy in case of a break-down of the
main power grid. Furthermore, when considering temporal constraints,
8

electricity generated during the daytime may or may not be able to
supply electricity demand throughout a day in real-time. If this situation
occurs, there is a need to install storage capacity to provide electricity
during the night.

To account for both spatial and temporal constraints, the study
compares generated electricity with the real demand in each of the
statistical areas. It shows that 12 out of 17 (71%) areas have surplus
electricity on façades (Table 4), which has the best self-supportive
character. The reason is that the high electricity demand is likely as-
sociated with tall buildings, which also indicates large façades that can
potentially generate a considerable amount of electricity. Even though
façades in other areas might be insufficient to provide the required
electricity, there is still a considerable amount of solar irradiation
to be used to generate more electricity locally, which can achieve
a self-supportive architecture. In comparison, rooftops have 9 areas
(53%) and the ground has 4 areas (24%) that meet the real demand,
respectively. Notably, the ground has only four self-supportive areas,
even though the four areas can generate far enough electricity to satisfy
the local demand. However, several areas cannot generate electricity.
This suggests that, if deploying PV modules on rooftops or ground, load
balancing between the areas is needed. This will require interfacing the
distributed PV solar system with the local power grid to redistribute
energy across the study area.

Spatial visualization verifies the statistics in Table 3 that PV mod-
ules will occupy a small proportion of the surface, and utilization of
the façades mainly concentrates in an upper level with a southeast
orientation (Fig. 9a). In detail, utilized façades (Fig. 9b) and rooftops
(Fig. 9c, d) have contiguously large area with some parts abandoned.
This suggests the effectiveness of the model in two aspects: (i) area
with irradiation interrupted by nearby buildings will not be used, and

(ii) the model is not ‘‘near-sighted’’ at an instant of time but counts
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Fig. 9. Spatial location of planned PV modules in three different plans is presented by 3D point clouds. Location of the grid number (𝑔𝑛𝑜) corresponds to the presentation in
Fig. 3. (a) Overview of the study area. (b) Area at 𝑔𝑛𝑜 = {7}. (c) Area at 𝑔𝑛𝑜 = {17}. (d) Area at 𝑔𝑛𝑜 = {9}.
Fig. 10. Grid-based areas with different colors corresponding to whether each region is self-sufficient. Positive values mean self-sufficient versus negative values mean self-insufficient.
(a) Façades. (b) Rooftops. (c) Ground.
the accumulative intensity over a long period. Besides, the use of
ground is rather limited in a dense residential area due to the land
use constraint (Fig. 9d). The study also investigates whether each
grid-based area is self-sufficient by simply calculating the difference
9

between the generated and consumed electricity (Fig. 10). It reveals
that four spatial contiguous regions with a high density of buildings
(𝑔𝑛𝑜 = {3, 4, 10, 11}) are insufficient versus two regions (𝑔𝑛𝑜 = {5, 17})
are sufficient in all the three plans.
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Fig. 11. Accumulation of hourly demand electricity 𝑠(𝑒) in the 17 statistical areas for four weeks in April. (a) Eight large 𝑠(𝑒). (b) Nine small 𝑠(𝑒).
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Furthermore, the study plots the accumulation of hourly consumed
lectricity for the seventeen areas for the four weeks in April (Fig. 11).
verall, the use of the electricity increases from 4 am till 12 pm

ollowed by a slight decrease till 4 pm; then, it experiences the second
nd steep growth approaching the largest consumption at 9 pm with
he other decrease till 4 am in the next day. Specifically, the total
mounts vary significantly among different statistical areas. Besides,
he largest two curves associate with the hospitals and high density of
uildings while the smallest two have a large area of parks and grass.
o the best of our knowledge, the revealed trends are consistent with
he electricity consumption of residents’ daily schedule, with a possible
ariation made by service buildings, such as hospitals.

In a more aggregate investigation of the entire area, we draw
he curves of hourly generated electricity on three urban partitions
hat correspond to the three proposed plans and the curve of hourly
lectricity consumption (Fig. 12). It shows that rooftops generate more
lectricity than ground with a similar and smooth curve, which can
upply the demand in real-time in the daytime. In comparison, the vast
ajority of the generated electricity on façades concentrates in the

arly morning following a sharp decrease that the electricity becomes
uite small after 1 pm. There are two major reasons. First, the elevation
s rather small in the early morning in April that makes solar irradiation
arge on façades. Second, it makes the accumulation process significant
t a considerably large amount as a large area of façades is solar-facing
rientated in the morning. To sum up, each plan can fully or partially
upply the demand in the daytime but it cannot support peak hours
uring the night without storage capacity. This means that additional
easures are needed in any scenario if aiming at a self-supportive
istributed solar energy system throughout the day.

. Discussion and conclusion

This study proposes a hierarchical PV capacity optimization frame-
ork that maximizes the distributed solar farming and minimizes the

otal PV area to meet real electricity demand. The finding shows that
açades have the largest solar PV installation capacity in Bologna, fol-
owed by rooftops and ground, which is possible to support household
lectricity demand. The estimated results are reliable and accurate
ecause the framework has modeled the physical effects from extrater-
estrial solar irradiation determined by an instant of time and the
ocation of the city, historical atmospheric conditions, and shadow
reated by all the buildings.

This study achieves a global optimization for the site selection of
he PV modules across the entire study area. The proposed computa-
ional optimization is crucial to this accomplishment because it enables
patially scalable parallel computation for a large urban area while
10

emoving marginal effects on the solar potential. However, there is a s
rade-off that storage facilities and rebalance are needed to deal with
he mismatch between demand and supply in sub-areas. Alternatively,
local optimization can be performed, which plans the PV installation

apacity based on each independent sub-area, resulting in a simple
peration of the smart grid. This implies that the proposed optimization
ramework can be used for PV planning in various scenarios.

The impact of this study is beyond simply generating a large amount
f green electricity when occupying a small proportion of the urban
urface. The proposed PV capacity optimization can be used to facilitate
nergy transition in many fields, making broader social and economic
mpacts. For instance, it has been suggested that PV charging platforms
an reduce extensive manpower to frequently recycling, charging, and
epositioning the shared electric scooters, leading to a significant reduc-
ion of the operational cost [56]. By using the proposed optimization
ethod, the PV location, size, and installation layout can be customized

or each charging station to improve the overall operational efficiency
f the whole mobility sharing service.

It is also important to observe that the proposed PV installation
ptimization is helpful to develop an economically feasible PV power
eneration system. To compete with local electricity prices, the smallest
ccupation of urban surfaces obtained from this study is critical, which
an minimize the cost of purchasing, installing, and maintaining PV
odules. When the proposed PV optimization is incorporated into a

echno-economic assessment model to ensure the energy cost is less
han the local electricity price, the distributed PV systems will have a
ignificant impact on facilitating the energy transition from fossil-based
o zero-carbon electricity generation to meet the carbon neutrality
arget [57].

It is worth noting that there are two uncertainties. First, this study
ssumes that all rooftops are horizontal. For tilted rooftops with solar-
acing and back-shadow surfaces, even though the spatial distribution
f solar PV potential is heterogeneous on each rooftop, the total solar
V potential is determined. Note that the solar estimation model used
n this study can estimate this spatial heterogeneity for microscope
lanning of PV installation when the data set with structured rooftops
s provided. Second, due to the scarcity of electricity demand data, the
ptimization is limited to one month in April. Further research may be
equired to modify the planned PV size and location based on changes
n electricity demand, solar trajectory, and atmospheric conditions
or PV optimization over the entire year. Since Bologna has a mid-
atitude and humid subtropical climate, it has larger solar irradiation
nd much less cloud cover from April to September, suggesting that the
lanned PV modules will generate more electricity during this period.
n contrast, it will generate deficient electricity from October to the
ext March if the electricity demand remains constant.

To conclude, the proposed PV optimization framework is effective
o support real electricity demand in Bologna, accounting for the con-

traints of preserving the city’s architectural landscape and conserving
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Fig. 12. Accumulation of hourly generated electricity 𝑠(𝑒) (the left y-axis) and the real demand 𝑠(𝑒) (the right y-axis) for the whole study area over four weeks in April.
aluable urban land. For global PV optimization across the entire study
rea, electricity storage and rebalance are usually needed for building
n independent smart grid. There is a great potential to promote dis-
ributed PV systems in other cities similar to Bologna. The framework is
eneric and adaptable, which can be applied to a variety of applications
o facilitate the energy transition.
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